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Abstract. The team SUTURO VaB is a joint RoboCup@Home Domes-
tic Standard Platform League (DSPL) team of the Artificial Intelligence
(IAI) at the University of Bremen in Germany and the Technical Uni-
versity of Vienna (TUW). Our approach is based on joining the existing
open source software stack for knowledge representation and reasoning,
manipulation, perception and planning of the IAI with the novel ap-
proaches for exploration and perception developed by TUW.

1 Introduction

The SUTURO VaB team is a collaboration between the Institute of Artificial
Intelligence (IAI) at the University of Bremen in Germany and the Vision for
Robotics group at Technical University of Vienna (TUW) in Austria to address
the challenges of everyday robotic activities in domestic scenarios. By joining
forces, our team for RoboCup@Home combines state-of-the-art robotic percep-
tion (TUW) with state-of-the-art robot control architectures (IAI). TUW de-
livers a suite of perception modules that provide semantic information, such as
object identities, locations and grasp configurations. The information is man-
aged by IAI through a control architecture that builds a concise and accurate
world representation that enables task planning based on semantic queries.

The collaboration between the IAI and TUW makes significant progress to-
wards cognition-enabled service robotics. In particular, the integration of percep-
tion from TUW with the knowledge representation from IAI results in a highly
sophisticated and capable robotic system. The IAI and TUW has a long-running
relationship starting with the use of BLORT [1], developed at TUW, as a vision
component in RoboSherlock[2], developed at the IAI, all the way to collabora-
tion on research projects such as Knowledge4Retail and the ongoing EU-funded
TraceBot. The team entry for RoboCup@Home builds on the existing interface
and endeavors to improve the overall system by combining state-of-the-art per-
ception and the latest developments in unstructured information management
and knowledge-based robotics made by IAI.

In general, our system has the capacity to be used for a wide variety of do-
mestic robotic tasks in the open world. This is important not only for making
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groundbreaking research but also for developing systems for practical everyday
use. For the purpose of the RoboCup@Home competition, the system is tuned
for the "Storing Groceries", "Carry my Luggage" and "Serve Breakfast" chal-
lenges in stage I and "Clean the table" challenge in stage II. However, we also
plan on participating on the other challenges in both stages by introducing new
developments.

1.1 Previous experience in RoboCup@Home

SUTURO has participated in the domestic league of the RoboCup@Home Ger-
man Open in 2019 for the first time. In 2019, SUTURO included five Master
students, supported by four PhD students. The code base of the team builds
on top of several open source software projects developed and maintained at
the IAI, including systems dedicated to knowledge representation and reason-
ing, motion planning, perception, and motion control. Due to time constraints,
the SUTURO team only prepared for the Storing Groceries task where objects
had to be transported from a table to a sensible location in a shelf. The team
made it to the second stage, but did not proceed further.

We continued our efforts at the RoboCup in the Virtual World RoboCup 2021
and developed new methods to extend our frameworks to support the Clean Up
and Go and Get it Tasks.

Finally, SUTURO-VaB has participated in last year’s RoboCup@Home of
2023, for the first time in collaboration with TUW. This time we participated
in the Storing Groceries, Serve Breakfast and Carry My Luggage challenges,
reaching 7th place overall and thus barely not making it to the second stage. In
the Carry My Luggage challenge we achieved the 2nd place in the DSPL (Fig .1).

Fig. 1. Toyota Human Assistance Robot (HSR) during the Carry My Luggage
challenge at the RoboCup 2023.
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2 Approach to solving domestic tasks

This chapter will briefly describe the approach taken to solve domestic challenges
including the technologies used in the process.

2.1 System description

Our system is based on our previous publication "The Robot Household Marathon
Experiment" [3], which in turn is based on the one used in our previous RoboCup@Home
participations. In that publication, we solve tasks very similar to "Clean up" and
"Set the table", but in a known environment and on a PR2 robot. The archi-
tecture consists of four major components, for which we have implemented open
source frameworks with tutorials:

– A plan executive (CRAM) [4],
– a motion planner (Giskard) [5],
– a perception framework (RoboKudo) [2],
– and a knowledge and reasoning engine (KnowRob) [6].

The plan executive is the core of the system. It defines high level goals for the
robot and breaks them down into a sequence of motion, perception or reasoning
tasks to achieve the overall goal. CRAM plans are written generically and are pa-
rameterized at runtime by utilizing various reasoning mechanisms within CRAM
itself, or calling external perception, knowledge and manipulation services. These
parameters describe e.g., what the navigation goal is, where an object should be
placed or grasped from, or how the next motion should be constrained. Motions
are described as a combinations of subgoals, that the motion planner Giskard
offers, e.g., "keep the cup you are holding level, while also driving to a target
pose and avoiding collisions". Using KnowRob’s knowledge base, the plan exec-
utive exploits formal knowledge about the environment, the embodiment of the
robot and the relationships between them. This has been originally designed for
robots acting in domestic environments, and thus comes with rich information
about this domain.

Interaction between CRAM and the perception system is realized through
RoboKudo (see 3.3). It receives high-level perception tasks stated by CRAM and
translates these into task-specific perception pipelines, that employ an ensemble
of experts. These sequences of vision methods are mainly driven by individual
experts called Annotators, which are connecting a specific vision method into
the overall framework. The methods provided by TUW are therefore integrated
as annotators into the RoboKudo perception framework allowing the reasoning
about the perception results and the communication with the high-level planning
CRAM to close the perception-action loop.

2.2 Application use case: Storing Groceries

In the following we will describe how our system is able to solve a common task
for cognitive agents, namely to store groceries into their corresponding places.
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Fig. 2. Toyota Human Assistance Robot (HSR) scanning the shelf

Task 1: Setup Our system will start by autonomously creating a semantic map-
ping of the environment based in the domain rich knowledge representation
provided by KnowRob. To move the robot to the most promising, generated
viewpoint, the pose is passed to Giskard as a goal pose.

Task 2: Scan table After reaching a viewpoint, the CRAM plan triggers the
RoboKudo pipeline. The pipeline invokes the vision methods from TUW and IAI.
Pipeline results contain the object information like color, confidence and class
label, for every perceived object. The perceived objects are then validated against
the knowledge base in KnowRob, which instantiates objects corresponding to
their taxonomy. Lastly, the agent returns into a neutral pose to prepare for
grasping.

Task 3: Grasping The Agent starts with the item that is located closest to it
and moves into a position from where the item can be grasped. The knowledge
base is queried by the CRAM plan for dimensions and position of the object,
which is then used to set a motion goal using Giskard. Following this motion,
we further check if the gripper is closed properly around the item, which in turn
results into updating the agents beliefstate.

Task 4: Scan shelf The Agent will now move into a suitable position and pose in
order to scan the shelf. After the movement is completed, the perception pipeline
is called. The shelf is represented as multiple layers. Each layer will be processed
individually in the perception pipeline. The perceived objects and their layer
identification are then stored in the knowledge base.

Task 5: Place sequence The handled item must now be placed at a proper posi-
tion on the surface. We infer the position yet again from our KnowRob knowl-
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edge base, where the corresponding taxonomy of the grasped object lets us infer
the proper placement. The position is then passed over to Giskard in order to
place the item. After successfully placing the targeted item, the robot will then
continue to work on the remaining objects.

3 Innovative technology and scientific contribution

In this section we will describe our scientific contributions and open source frame-
works in more detail, which we will be employing at the RoboCup@Home.

3.1 CRAM

CRAM (Cognitive Robot Abstract Machine) [4] is an open source toolbox for
designing, implementing and deploying software on autonomous robots. The
framework provides various tools and libraries for aiding in robot software de-
velopment as well as geometric reasoning and fast simulation mechanisms to
develop cognition-enabled control programs that achieve high levels of robot au-
tonomy. CRAM also provides tools for introspection that enable the robots to
reason about their past executions and improve by autonomously optimizing
their plans.

3.2 KnowRob

KnowRob (Knowledge processing for Robots) [6] is an open source knowledge
processing system designed for autonomous service robots that addresses several
aspects that are commonly not sufficiently considered in AI KR&R systems. One
of these aspects is that robots need a more fine-grained action representation.
This is because service robots should be able to cope with (often) shallow and
symbolic instructions, and to fill in the gaps to generate detailed, grounded, and
(often) real-valued information needed for execution.

Recently, the focus has shifted towards integrating simulation and rendering
techniques into a hybrid knowledge processing architecture. The rational is to
reuse components of the control program in virtual environments with physics
and almost photorealistic rendering, and to acquire experiential knowledge from
these sources, which can be used to draw conclusions about what action parame-
terization is likely to succeed in the real world (e.g., through learning methods).

3.3 RoboKudo

RoboKudo is the second version of RoboSherlock [2], which is an open source
robotic perception framework based on the principles of unstructured informa-
tion management. The framework allows for the creation of perception systems
that employ an ensemble of experts approach and treat perception as a question-
answering problem. Based on the queries issued to the system a perception plan
is created consisting of a list of experts to be executed. The perception experts
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generate object hypotheses, annotate these hypotheses and test and rank them
in order to come up with the best possible interpretation of the data and gener-
ate the answer to the query. We are also currently investigating new and more
flexible perception process models as well as a general framework advancement
which will be driven by the RoboCup challenges.

Semantic mapping and exploration Based on our previous work [7], we
propose to let the robot autonomously decide how to explore the room. After
mapping the room, a fast and straightforward process, the robot infers the differ-
ent furniture present in each room and extract relevant reachable viewpoints to
investigate each area of interest of every relevant furniture. These viewpoints can
then either be all explored using a travelling salesman solver, or visited based on
the current knowledge for each area (likelihood of an object to be present there)
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Fig. 3. Perception pipeline for object understanding.

Object understanding for manipulation Object understanding is essential
for any autonomous manipulation. We propose to follow a pipeline based on
object detection, object pose estimation and object pose refinement and veri-
fication to drive the manipulation, as illustrated in Figure 3. The method for
each part was chosen based on its robustness and computational constraints.
In particular, for object detection, Mask-RCNN [8] has proven to be very reli-
able when knowledge of objects are available. For pose estimation, Point Pair
Features-based (PPF) methods are very robust and scalable when combined with
powerful object detector like Mask-RCNN. They also require minimal training
time and very reasonable computational resources, especially when exploiting
symmetries of objects as presented in our previous work [9]. The only drawback
comes from their limited accuracy, which can be compensated by the use of pose
refinement as demonstrated in VeRefine [10]. VeRefine combines physical simu-
lation and Iterative Closest Point (ICP) such that they prevent each other from
diverging, all the while supervising the process by a rendering-based scoring that
verify the validity of the final result. This lets us recover an accurate and physi-
cally plausible pose, from which manipulation can be performed with increased
safety and confidence.
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Unknown object manipulation The pipeline presented up until now uses
some level of object knowledge. This is a natural requirement in the context
of tidy-up applications where the robot has to deal with a slowly evolving set
of objects, and can therefore build knowledge about them. There are however
scenarios where neither the specific object nor the category of an object can be
known. To deal with such situation, we propose to use HAF-grasping [11] as a
direct grasp pose estimation method, given its robustness and limited computa-
tional requirements. This method can be used whether the category of the object
is known or not, guaranteeing the ability of the robot to pick up objects in its
way. This pipeline is illustrated in Figure 3.

3.4 Giskard

Giskard [5] is an open source motion planning framework. It uses constraint
and optimization based task space control to generate trajectories for the whole
body of mobile manipulators. Giskard offers interfaces to plan and execute mo-
tion goals and to modify its world model. A selection of predefined basic motion
goals can be arbitrarily combined to describe a motion. In contrast to the most
popular alternative MoveIt![12], Giskard will produce efficient trajectories deter-
ministically, by employing a controller internally, instead of a sampling based
motion planner. In addition, Giskard views the whole world as a single control-
lable system. This enables us to describe motions by constraining the environ-
ment, e.g., the opening of a door can be expressed as a joint goal for the door’s
hinge, combined with a Cartesian goal, to keep the robot’s gripper at the handle.

4 Conclusions and future work

In this paper we presented the existing software frameworks and results of the
IAI and TUW. We described how they will help us solve the challenges of the
RoboCup@Home DSPL 2024. We hope that our participation will result in an
extended, deeper and application-driven integration of the the state-of-the-art
robotic perception by TUW and state-of-the-art robot control architectures by
IAI to build a capable cognition-enabled robot architecture for housekeeper ac-
tivities. The goal is to publish these integrations in our open-source software
repositories to make them available to the public and therefore provide a pow-
erful and generalized approach for manipulation activities to the robotics com-
munity.
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Software and External Devices [DSPL Template]

Fig. 4. Toya @ Insti-
tute for Artificial Intel-
ligence

We use a standard Human Assistance Robot (HSR)
robot from Toyota. No modifications have been ap-
plied.

Robot’s Software Description

For our robot, we use the following Open Source robot
frameworks developed by the IAI:
– High-level planning: CRAM*1

– Motion planning: Giskard*2

– Perception: RoboKudo*3

– Knowledge processing: KnowRob*4

and the TU Wien:
– Perception for grasping*5

– Object pose refinement and verification*6

– Grasp Pose Estimation*7

– Plane pop-out*8

Additional RoboCup@Home specific software is
available as Open Source on Github9. In addition,
we rely on the following third party Open Source
software:
– Platform: Ubuntu 20.04
– Middleware: ROS noetic
– ROS navigation stack
– move_base
– Raser 10

– Whisper 11

External Devices

Our robot relies on the following external hardware:
1 Lisp-version: http://cram-system.org/, python-version: https://pycram.
readthedocs.io/en/latest/index.html

2 https://github.com/SemRoCo/giskardpy
3 https://robokudo.ai.uni-bremen.de/index.html
4 http://knowrob.org/
5 https://github.com/v4r-tuwien/grasping_pipeline/
6 https://github.com/dornik/verefine
7 https://github.com/v4r-tuwien/haf_grasping
8 https://github.com/v4r-tuwien/table_plane_extractor
9 https://github.com/SUTURO/ and https://github.com/v4r-tuwien/

10 https://rasa.com/
11 https://github.com/openai/whisper

Robot software and hardware specification sheet
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– External computing resource: Backpack laptop Lenovo Legion Pro 7-16IRX
G8 (RTX 4080 12GB)

Cloud Services

Our robot does not connect to any cloud services.

Robot software and hardware specification sheet
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