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#### Abstract

Current service robots lack the manipulation skills that nature has perfected in humans. Findings from cognitive psychology suggest that humans divide manipulation tasks into subgoals, for which it predicts and expects certain events, e.g., making or breaking of contacts. This thesis investigates how such contact events can be reliably detected and classified in force/torque sensor readings during robotic wiping tasks. An algorithm is presented that learns the task-specific force profiles of contact events using multidimensional time series shapelets. In contrast to comparable methods, this algorithm does not rely on the assumption that perfectly extracted patterns are available during training. Instead, the training dataset contained 520 robotic wiping episodes that are only labeled with a list of occurred events without temporal information. Nevertheless, contact events are detected and classified during wiping task execution online with a high precision and sensitivity.
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## Chapter 1

## Introduction

### 1.1 Motivation

Current service robots lack the manipulation skills that nature has perfected in humans over the course of evolution. Cognitive psychology researchers have analyzed human manipulation. Their findings suggest that humans' high level of competence can be attributed to the way the nervous system organizes and controls manual tasks [10], [16], [23]. Apparently, the human brain divides manipulation tasks into subgoals, for which it predicts and expects certain events, e.g., making or breaking of contacts. If the perceived events differ from the predictions, the respective movements will be adjusted. As an example, consider a human trying to pick up an object. His action plan might be a sequence of three subactions, namely, reaching for the object, grasping it and then lifting it. For the first subaction he will put his hand near the object until it looks close or he touches it. Then he will start grasping, expecting a firm contact. Based on the sensed force in his fingers, he can change his grasping force, as well as his prediction for the subsequent lift off subaction. If the object is as heavy as predicted, the movement will look smooth. However, if the perceived events indicate a lighter or heavier object, he will pause and adjust his strength.

Supported by these findings from cognitive psychology, Winkler and Beetz [48] have proposed an architecture for a service robots that allows them to form expectations (i.e. build a decision tree) for action plans based on past executions, and to reason about task success. For many tasks, the most reliable source of information is camera vision, for example to search for objects or to plan trajectories around obstacles. Haptic perception systems are much less sophisticated. If present, they often come down to a simple distinction between light or strong sensor readings. This approach is less reliable in tasks where the robot can not rely on its vision system, which is the case in robotic wiping tasks. Here, camera vision is often impaired by the robots hand, arm or held tool. With robotic wiping tasks I refer to actions in which a robot moves a tool along a support surface, usually to manipulate (spread out, soak up, etc.) a third medium. These wiping tasks, however, make up about half of a future service robots todo-list, mainly in the context of cleaning, according to an analysis of household chore lists by Cakmak et al. [3].


Figure 1.1 Representation of a table wiping action structured by contact events, inspired by cognitive psychology [10], [16], [23].

Motivated by this, I will contribute to the research on haptic perception in order to bring robot manipulation skills closer to the competence level of humans. As a model problem, I will investigate contact event detection in stereotypical wiping tasks, in which a robot wipes in a straight line over a surface or alongside an edge. Fig. 1.1 depicts the execution of a simple wiping task and the force sensor readings from a wrist-mounted sensor. The three phases, reach, wipe and lift, are difficult to detect because they are just straight lines at different force levels. However, the events between the phases contain additional shape information. I hypothesize that these force profiles can be used to reliably detect the contact events. Supportingly, other robotics researchers reported that it is easier to detect contact events than contact states from force measurements because the information content of the signals is higher directly before or after contact states [9], [17]. Such an event detection system can be integrated into the high-level planning architecture presented by Winkler and Beetz [48]. The high-level plan for the wiping task in Fig. 1.1 might identify two subgoals, wipe start and wipe end, between the subactions. A corresponding list of force profiles can then be generated using past experiences and compared to the sensor measurements to verify that a subgoal is accomplished. If the expectations do not match reality, the high-level plan is informed and can act according to its decision tree

In this thesis, I investigate how these force profiles can be learned based on force/torque sensor recordings from past experiences, in order to reliably detect and classify their corresponding
events in future trials. It is a topic for future research to enhance a high-level planning system with this ability.

The underlying problem is the classification of subsequences in streamed time series data. Time series classification in general suffers from the curse of dimensionality. In high-dimensional data such as the time series, most popular machine learning algorithms exhibit a high training or classification times or lose their ability to generalize altogether. On top of that, streamed data require a certain classification speed, especially in time-critical applications such as robotics, and pose new problems such as trivial matches (i.e., an event is classified in two successive subsequences).

This topic is also being investigated in other research areas, for example in gesture recognition [32], [21], [4], [24]. However, the presented solutions rely almost always on the assumption, that "copious amounts of perfectly aligned atomic patterns can be obtained" [20]. This assumption makes these algorithms unsuitable to achieve my goal because a robot can hardly identify and extract the event pattern in past recordings, if it has not learned them yet. Especially for unexpected events, not even an exact point in time can be assigned, let alone the length of the corresponding time series subsequence. The only information that can be given with high certainty is a list of events which have occurred somewhere in a recording. This is called weakly labeled data [20].

To remove the requirement for a perfect training set, I will present a machine learning algorithm that exploits the time series shapelet discovery algorithm [51] to learn models for the unique force profiles of events. Shapelets are short shape snippets that are good at separating classes of time series by searching for the presence or absence of that shape. Weakly labeled data can then be divided into experiments that contain event X and experiments who do not. The single best shapelet to separate these two classes should be the sequence with the shape of X . This shapelet can then be used to search for similar shape snippets in the time series streamed during task execution. Therefore I only rely on the assumptions, that the training examples can be divided into subsets with and without event X and that these subsets are not the same for any two events classes.

To evaluate my algorithm, I have recorded 520 wiping episodes of a table mounted robotic manipulator with a wrist mounted force/torque sensor, which resulted in 106 minutes of force/torque sensor readings. Each episode is paired with a list of up to ten event labels, that I have manually identified. A shapelet based classifier is trained for each event and tested for its ability to detect and classify it.

### 1.2 Thesis Contribution

This thesis contributes to the state of the art in robotic manipulation and time series stream classification. In particular:

- I will demonstrate that contact events during robotic wiping tasks cause force/torque measurements with distinct shape, which can be used to detect and classify them.
- I will show that multidimensional time series shapelets (MTS) can capture these events and detect them online, if the individual dimensions are time synchronous.
- I present an algorithm to discover such MTS in weakly labeled training data.
- I prove mathematically that shapelets satisfy a constraint, that can be exploited to simplify parameter tuning, and that enables a simple learning technique, which significantly reduces the training time without a huge classification performance trade-off.


### 1.3 Structure of the Document

The remainder of this Thesis is structured as follows. In chapter 2 I will give an overview of related work in the field of robotic wiping tasks, and event detection and classification in time series streams. Thereafter, I will give an intuition and reasoning behind my MTS discovery algorithm in section 3.1, followed by a detailed description in section 3.4. In chapter 4 the algorithm will be evaluated and the last chapter 5 contains the conclusion.

## Chapter 2

## Related Work

### 2.1 Robotic Wiping Tasks

In the context of service robotics, wiping actions are an important topic, because they make up most of their tasks. In the analysis of household chore lists conducted by Cakmak et al. [3] about half of the listed tasks are wiping related cleaning tasks, e.g., vacuum cleaning, doing the dishes or cleaning windows.

Leidner et al. have therefore paid much attention to this topic. In a series of papers, they have first presented a taxonomy of compliant manipulation tasks, including wiping tasks, which are described as an external manipulation in which a soft object is guided along a rigid object or vice versa [27]. Usually a medium is involved, which is spread out, soaked up, collected, etc. In [28] they have used a humanoid robot which executed whole-body motions to clean a window, to scrub a mug and to collect shards with a broom. However, the robot had no internal model of the desired effect nor could he reason about the performance of its actions. The first problem was addressed in [26], by representing the medium in wiping tasks as a generic particle distribution and planning Cartesian motions to alter this distribution. It was combined with a path following technique, that takes into account the free DOF of the used tool. In their latest paper [25], a method was added to infer the effect of wiping motions based on haptic perception, in order to reason about the performance of the action. Hess et al. [15] have also calculated efficient motions to vacuum-clean planar surfaces. But instead of haptic feedback, they utilized color segmentation in camera images to detect areas, which were still dirty.

In order to reliably perform wiping actions, Schindlbeck et al. [43] have proposed a combination of force and impedance control to safely react to unexpected contact loss in a polishing task. Ortenzi et al. [35] took advantage of geometric constraints, such as movements along a surface, presented by the environment to decouple force and motion control thereby reducing joint torques.

Findings in cognitive psychology suggest, that humans divide movements into contact event
subgoals and react depending on whether or not the predictions were met [10], [16], [23]. However, most research in the context of wiping tasks focused on either control systems, that allow for a smooth and save execution, or path planning. The latter took visual and haptic perception only into account after the movement has ended, to determine previously poorly cleaned areas.

In order to achieve event-awareness during wiping tasks, event detection and classification in force/torque time series streams seems to be the most promising approach, because camera vision, which is often used in other context, is often impaired by the arm, hand or tool. I will therefore review techniques on time series streams in general in the next section.

### 2.2 Event Detection and Classification in Time Series Streams



Figure 2.1 General event detection and classification pipeline.

In this section I give an overview of different approaches that detect and classify events in time series streams, for various application scenarios. In a series of publications, Hovland and McCarragher have tried to detect events in force/torque sensor readings during a robotic manipulation task [17], [18], [19]. Other papers focus on event detection in electricity data [36], [52], traffic data [33], [14] or pattern recognition in ECG time series [45]. Activity detection in wearable sensor data also received a lot of attention [32], [21], [4], [24].

Fig. 2.1 depicts a general pipeline for event detection and classification. It consists of two major phases, event detection and event classification, each with an optional preprocessing step for feature extraction step.

The main purpose of separating these phases is to improve the reaction time of the system. It is generally easier to differentiate between stream sections with and without activity, than it is to classify an event. Hence, a computationally inexpensive event detector can quickly dismiss large portions of the input stream. The most popular means for this are time series segmentation algorithms. In the event classification phase ordinary algorithms for complete time series can be used on promising stream segments provided by the event detection phase. However, a separate event detection phase is not a necessity, one could just start the classification process at every incoming data point.

### 2.2.1 Feature Extraction

There are three popular approaches to extract features from time series data: fast fourier transformation (FFT) [5], shapelets [31] and interval-based transformations. If no feature extraction is used, the time series is directly used as a feature vector.

The first one was used in [17], [18], [19] to transform the input from the time domain into the frequency domain. This can be advantages, if the events can be identified using specific frequencies. For example, a door bell can easily be detected in audio data because it always produces the same frequency waves.

The basic idea behind shapelets is that time series can more easily be classified be searching for the presence or absence of shape snippets (the shapelets), instead of considering the complete shape. They are usually short subsequences from training examples that are good at separating two classes. A new feature vector for an input time series is generated by calculating the best match distance for every shapelet to the time series. Shapelets will be explained in more detail in section 3.1. This technique was utilized in [36], [32], [52].

Interval-based approaches extract features from the input series, by sliding a window over it and calculating features for each interval. Popular ones are mean, root mean square, standard deviation or the wavelet transform [45], [14], [4], [21], [45].

Most of these techniques were only applied for the classification step.

### 2.2.2 Event Detection in Time Series Streams

A major challenge for online processing of continuous data streams is that events can start and end at any time points. Therefore, a first goal is to quickly dismiss subsequences that do not contain events. Segmentation algorithms are the most popular approaches for this. However, as noted by Rakthanmanon et al. [41], this phrase is unfortunately overloaded.

For instance, it can refer to the approximation of segments with polynomials, e.g., piecewise linear approximation. An often cited publication [13] on this topic interpreted events as points in between such segments.

A second interpretation refers to the division of the time series into semantically meaningful segments. Typically, approaches try to differentiate between activity and no activity. This can be achieved by calculating the standard deviation of subsequences [32]. Alternatively Chambers et al. [4] dismissed segments, if sensor readings are likely to be caused by gravity alone, thus indicating no activity. This segmentation method was also recommended by Ko et al. [24] as an optional event detection phase to improve the reaction time of their system.

A combination of both segmentation interpretations was used by Junker et al. [21]. First they partitioned the series into linear segments and then merged them to motion segments.

As for non-segmentation approaches, a landmark detection system was developed by Miao et al. [33]. In a nutshell, classes are represented by patterns which have a certain sequence of landmarks, e.g., points with high gradients or local extrema. The input stream is then searched for the same sequence of landmarks.

Simple [18], [19], [17] or complex hand crafted [14] heuristics were also used for the detection and the whole phase was skipped in [45], [24], [52].

Patri et al. [36] have trained a separate shapelet-decision tree classifiers for both phases. In this case the division was only made to enhance the classification performance of the system.

### 2.2.3 Event Classification in Time Series Streams

In the event classification phase, every or just the pre-selected subsequences from an input stream are classified. This view reduces the problem to the classification of complete time series and therefore algorithms from this field are applicable.

A good comparison of recently proposed time series classification methods can be found in [1]. Its main problem is the curse of dimensionality. An input series of length $n$ can be viewed as a point in $n$-dimensional feature space. Hence, for a time series of length 100 , a training set containing a trillion examples only covers a fraction of about $10^{-18}$ of the whole possible input space. Furthermore, in a high dimensional space it gets increasingly likely that examples are similar in some dimensions [8]. Imagine two binary feature vectors, that have a low similarity. If we now add more feature which are all 0 or random they become more similar. Even if the new features correlate with the old one, the similarity increases because of noise.

Fortunately, time series tend to not be uniformly distributed in their feature space. Which is why the standard benchmark time series classifier, 1-nearest neighbour (1-NN) using dynamic time warping (DTW) [42] or euclidean distance, performs well on many datasets. More sophisticated
approaches rarely outperform 1-NN significantly on many dataset [1]. With a low training set size, DTW beats euclidean distance in terms of accuracy, however this difference vanishes as the training set size increases [7]. As euclidean distance is per definition faster than DTW (at least if DTW uses euclidean distance internally, which is most often the case), it is preferable on a large training set size. The major disadvantage of $1-\mathrm{NN}$ is that the classification is very costly, since the distances between the input and every training example have to be calculated. There is an anytime version [47], but it exhibits a clear speed-accuracy trade-off. For that reason 1-NN is typically not a good choice for online classification.

However, most other supervised classification algorithms such as support vector machine (SVM) show very high training times, especially for training examples with high dimensionality. Therefore other time series classification techniques first start by transforming the series into a lower dimensional feature space, while hopefully retaining the important information, before applying such algorithms. These include the previously mentioned feature extraction methods. Worth mentioning are also dictionary based transformations such as Symbolic Aggregate approXimation (SAX) [30] that transform the series into a discrete symbolic representation, enabling the usage of text classification algorithms.

The apparently best time series classifier in terms of accuracy is the recently proposed collective of transformation based ensembles (COTE) [2]. As its name suggests, this classifier trains 35 different kinds of other time series classifiers together with respective weights. This leads to a high training time and classification time.

For the event classification phase, the most popular classifiers used were hidden markov models (HMM) [19], [17], [21], [4] and shapelet decision trees [36], [32], [52]. SVMs [14] and artificial neural networks (ANN) [45], [18] have also been used.

The advantage of HMMs is their ability to deal with temporal variations, for which reason they are often used in speech recognition [39]. Their disadvantage is that they are hard to visually inspect, just like ANN. In contrast, decision trees in combination with shapelets learn models that are easy to visualize. Shapelets are also z-normalized to zero mean and a standard deviation of 1 . Hence, they are invariant to changes in offset and scale.

Another interpretable approach is presented by Miao et al. [33]. Domain experts create templates for the time series classes that allow for limited stretching in time, scale and offset.

Last but not least, 1-NN was used by Ko et al. [24]. To speed up the classification time only the distance to one representative per class is considered. By utilizing DTW, they are able to capture temporal differences.

### 2.2.4 Discussion of the Reviewed Literature

All of the previously cited literature makes the assumption, that the start and end point to the events are given during training time. In some of these papers it is more or less explicitly stated, that even during evaluation, such perfectly extracted subsequences are used [36], [52]. Labeling every class instance in a time series dataset collection from a stream is very labor intensive and can introduce human bias. Sometimes the only information available is that an event has occurred, but not when it happened or how the it looks like. If a human interprets the data to find out this information, then he is in fact performing the most difficult learning part. This observation was already made in Hu et al. [20].

Furthermore, most of the cited papers lack a clear true positive (TP) and false positive (FP) definition. Although TP are sometimes defined as the number of correctly predicted classes, this is not trivial when handling streaming data. Fig. 2.2 depicts several problematic situations. In

Labeled Events:


Figure 2.2 When to count a predicted event as TP or FP during the evaluation of event classification in streamed time series data?
the first example you can see a predicted event, that does not perfectly align with the labeled event. Especially in time series streams with a high sampling rate, a perfect match should not be required, but at how much of a difference does the detected event stop being a TP and becomes a FP? A similar problem arises, if the classified subsequence does not have the same length as the labeled event.

The third example is called a trivial match, which has been discussed in a different context in [22]. If an event was predicted in a subsequence starting at $t$, it will likely be predicted in $t+1$ as well. Does the second, better match, turn the previous one from a TP into a FP?

In the last situation, the classifier predicted event A, which would be a TP on its own. But if an additional incorrect prediction was made, that is even closer to the labeled event, should the event A detection still be considered a TP?

To the best of my knowledge, there is no standard guideline for assigning TPs and FPs in this context.

However, two papers have addressed this problem to some extend. Sternickel [45] detected P wave patterns in ECG data. They have counted a TP, if a P wave was detected at least once in a fixed window before a QRS complex (an easily detectable pattern in ECG data), thus presenting a clear TP definition. Ko et al. [24] have acknowledged the problems in the first two examples, by reporting the time difference between the detected and real events. Furthermore, the problematic cases of the third and fourth picture were avoided by using recall $\left(\frac{T P}{T P+F N}\right)$ as the only performance measure, thereby ignoring FPs.

A similar problem comes up, when defining the negatives ( N ), because theoretically every point in the incoming stream starts a new time series subsequence. Should the negatives therefore be defined as the length of the tested input stream minus the amount of positives ( P )? This problem renders the popular performance measure accuracy $\left(\frac{T P+T N}{N+P}\right)$ very problematic, as it results in a huge amount of Ns. Nevertheless it was the only reported performance measure in [52]. The rest of the reviewed literature has additionally and sometimes excursively reported precision $\left(\frac{T P}{T P+F P}\right)$ and/or recall $\left(\frac{T P}{T P+F N}\right)$. These are more meaningful, because they ignore true negatives (TN).

### 2.3 Time Series Clustering

In this section, I will give a short overview of time series clustering algorithms, because it is a popular subroutine in many algorithms. The main problem is again the curse of dimensionality. As a countermeasure, dimensionality reduction techniques have been proposed, for example those described in 2.2.1, as well as distance measures that try to exploit the nature of time series, such as DTW. A good overview on time series clustering can be found in [29].

However, there is the special case of subsequence time series (STS) clustering, where subsequences are extracted from a time series with a sliding window and then clustered. Keogh et al. [22] claim that this produces meaningless results. They have proven this empirically by generating 100 random walk dataset and finding the same rules in them, as Das et al. [6] (one of the most influential papers on this topic) did in the stock market, using STS clustering. The reason for this is that for any dataset, the average of $k$ clusters, weighted by membership, must sum up to a straight line, the global mean of the original time series. As a consequence STS clustering is only useful, if someone really wants cluster centers that satisfy this constraint. In a later publication Rakthanmanona and Keogh et al. [41] have shown that this can only be achieved by ignoring some of the extracted subsequences.

## Chapter 3

## Methodology

### 3.1 Intuition

I will open this chapter by giving an intuition for how my algorithm works. To recap, the goal of the algorithm is to learn distinct force profiles from a weakly labeled dataset. A weakly labeled dataset only contains a list of event labels that have occurred somewhere in the training example.


Figure 3.1 An example dataset containing four time series with a list of labels, that have occurred in the respective series. On the right side are five possible shapelet candidates.

In the dataset depicted in Fig. 3.1, there are four 1-dimensional training examples with a list of labels. Now a random label is chosen, for example $l_{1}$. The dataset is divided into two subsets, $D_{1}=\left\{t_{2}, t_{3}\right\}$, containing all time series with $l_{1}$ and $D_{0}=\left\{t_{1}, t_{4}\right\}$, containing all time series without $l_{1}$. The shapelet discovery algorithm generates possible short subsequences from
the training examples in $D_{1}$. In this case these candidates are $S_{1}, S_{2}$ and $S_{3}$. Now all three candidates are tested for their ability to separate $D_{0}$ and $D_{1}$.


Figure 3.2 The 1-dimensional feature space of the three candidate shapelets for label $l_{1}$. Time series with and without the label are marked red and blue, respectively.

Each shapelet creates its own 1-dimensional feature space depicted in Fig. 3.2. The values for every time series corresponds to the distance the shapelet has at its best match. In this case, the manhattan distance is used, which is the sum of the distances between the point pairs of both time series. For example the first shapelet candidate has a perfect match in every time series, therefore all of them have a distance of 0 in its feature space. The second shapelet has a perfect match in the second and third time series, a decent match in $t_{4}$ and no good match in $t_{1}$. In this feature space $D_{0}$ and $D_{1}$ can be perfectly separated with a single threshold. The third shapelet achieves a better separation than $S_{1}$, because $t_{3}$ can be isolated. However, it has no good match in $t_{2}$. In conclusion, the second shapelet is the best candidate for $l_{1}$. As you can see this shapelet is in fact a unique profile for $l_{1}$. A distance threshold called $\delta$ can be computed from its feature space. In this case a point between the distances of $t_{2}$ and $t_{4}$ is best. The shapelet can now be used to detect an arbitrary amount of occurrences of $l_{1}$ in a time series by searching for matches that are closer than $\delta$.

In a similar fashion, the $S_{3}$ turns out to be best suited at separating $D_{1}=\{3\}$ from $D_{0}=\{1,2,4\}$. However, $S_{4}$ and $S_{5}$ are equally good for both $l_{3}$ and $l_{4}$. These labels appear always together making it impossible to differentiate between them with the available information. That is why the algorithm relies on the assumption, that this situation does not happen. But, as you can see, a violation of this constraint has only an effect of the events that cause it. It is also much easier to satisfy than the availability of perfectly extracted patterns, which is the case for the vast majority of the published literature [20].

In the next sections a list of relevant definitions will be presented, followed by the proposed algorithm in detail.

### 3.2 Definitions and Notation

In this section I will introduce relevant definitions and notations which are necessary to communicate the proposed algorithm in the following sections.
Definition 1. A time series $t_{x}$ is a ordered sequence of real values, and len $\left(t_{x}\right)$ is its length. The real value at index $i$ is denoted as $t_{x}[i]$, with the additional requirement $0 \leq i<\operatorname{len}\left(t_{x}\right)$. $A$ time series can be interpreted as a point in $\mathbb{R}^{\text {len }\left(t_{x}\right)}$.
Definition 2. A time series subsequence $u_{x}$ of $t_{x}$ is denoted by $u_{x} \sqsubseteq_{l} t_{x}$ with $l=l e n\left(u_{x}\right) \leq$ len $\left(t_{x}\right)$, and is a sequence of consecutive values taken from $t_{x}$.
Definition 3. A multidimensional time series $t$ is a set of time series, and dim $(t)$ denotes the set of associated dimension names. If $x \in \operatorname{dim}(t)$ is the label of a particular dimension, the corresponding time series is called $t_{x}$. Additionally it is required that $\forall x, y \in \operatorname{dim}(t): \operatorname{len}\left(t_{x}\right)=$ $\operatorname{len}\left(t_{y}\right)=l e n(t)$.
Definition 4. A multidimensional time series subsequence $u$ of $t$ denoted by $u \sqsubseteq_{(l, d)} t$, is a multidimensional time series with $l=\operatorname{len}(u) \leq l e n(t)$, and $d=\operatorname{dim}(u) \subseteq \operatorname{dim}(t)$. Additionally, it is required that the time series subsequences $u_{x}$ are generated with a consistent offset index $i$ :

$$
\begin{aligned}
& \forall x \in \operatorname{dim}(u), \forall j \in\left\{0, . ., \operatorname{len}\left(u_{x}\right)-1\right\} \\
& \quad \exists i \in\left\{0, . ., \operatorname{len}\left(t_{x}\right)-1\right\}: t_{x}[i+j]=u_{x}[j]
\end{aligned}
$$

Definition 5. A weakly labeled dataset $D$ is a list of pairs ( $t, L_{t}$ ), where $t$ is a multidimensional time series and $L_{t}$ is a list of event labels for $t$. This dataset is used during training.
Definition 6. A test dataset is a list of triples ( $t, L_{t}, r_{t}$ ). A point in time for every event labeled in $L_{t}$ is contained in $r_{t}$. This dataset is used only during the evaluation.
Definition 7. A multidimensional time series shapelet (MTS) $S$ is a triple ( $s, \delta, l$ ), where $s$ is a multidimensional time series, $l$ is a class label and $\delta$ a distance threshold. If $\delta$ has not been determined, I write ( $s, ?, l$ ).
Definition 8. The mean of a time series $t_{x}$ is defined as the mean of all its points.

$$
\begin{equation*}
\mu\left(t_{x}\right)=\frac{1}{n} \sum_{i=1}^{n} t_{x}[i] \tag{3.1}
\end{equation*}
$$

Definition 9. The standard deviation of a time series $t_{x}$ as the standard deviation of its points.

$$
\begin{equation*}
\sigma\left(t_{x}\right)=\sqrt{\mu\left(t_{x}^{2}\right)-\left(\mu\left(t_{x}\right)\right)^{2}} \tag{3.2}
\end{equation*}
$$

Definition 10. The z-normalization sets a time series to mean 0 and standard deviation 1. Each time series of a multidimensional one is normalized in isolation.

$$
\begin{align*}
n_{z}(t) & =\left\{n_{z}\left(t_{x}\right) \mid t_{x} \in t\right\} \\
n_{z}\left(t_{x}\right) & = \begin{cases}\frac{t_{x}-\mu\left(t_{x}\right)}{\sigma\left(t_{x}\right)}, & \text { if } \sigma\left(t_{x}\right) \geq \sigma_{\min } \\
0, & \text { otherwise }\end{cases} \tag{3.3}
\end{align*}
$$

Where $\sigma_{\min }$ is a user specified parameter that prevents the amplification of noise. If a number is subtracted from time series, all points of that time series are subtracted by that number.
Definition 11. The $\boldsymbol{p}$-norm of a time series is defined as:

$$
\begin{equation*}
\left\|t_{x}\right\|_{p}=\left(\sum_{i=1}^{n}\left|t_{x}[i]\right|^{p}\right)^{1 / p} \tag{3.4}
\end{equation*}
$$

With $p \in \mathbb{R}^{+}$. Manhattan and euclidean norm are special cases with $p=1$ and $p=2$, respectively.
Definition 12. A (distance) function is a metric if it satisfies the following properties

1. $d(x, y) \geq 0$ (non-negativity)
2. $d(x, y)=0 \Leftrightarrow x=y$ (identity of indiscernibles)
3. $d(x, y)=d(y, x)$ (symmetry)
4. $d(x, y) \leq d(x, y)+d(y, z)$ (triangle inequality)

Definition 13. The generalization of the manhattan and euclidean distance is called minkowski distance and is a metric as well.

$$
\begin{equation*}
\operatorname{minkowski}\left(t_{x}, t_{y}\right)=\left\|t_{x}-t_{y}\right\|_{p} \tag{3.5}
\end{equation*}
$$

The manhattan and euclidean distances are special cases where $p=1$ and $p=2$, respectively.
Definition 14. The $n_{p}$-normalization replaces the division by the standard deviation from the $z$-normalization with the p-norm of the time series.

$$
n_{p}\left(t_{x}\right)= \begin{cases}\frac{t_{x}-\mu\left(t_{x}\right)}{\left\|t_{x}-\mu\left(t_{x}\right)\right\|_{p}}, & \text { if } \sigma\left(t_{x}\right) \geq \sigma_{m i n}  \tag{3.6}\\ 0, & \text { otherwise }\end{cases}
$$

Definition 15. The angular distance is, under the assumption that $x$ and $y$ have a euclidean norm of 1 , defined as

$$
a d(x, y)= \begin{cases}0, & \text { if } x=y=\overrightarrow{0}  \tag{3.7}\\ 1-(x \bullet y), & \text { otherwise }\end{cases}
$$

Where • denotes the dot product. This definition differs from other angular distance definitions in that it is defined if $x=0 \vee y=0$.
Definition 16. The best match distance (BMD) between a MTS ( $s, \delta, c$ ) and a multidi-
mensional time series $t$ with len $(s) \leq l e n(t)$ is the distance between $s$ and its closest subsequence $u \sqsubseteq_{(l, d)} t$.

$$
\begin{equation*}
\operatorname{BMD}(s, t)=\min _{\substack{u \sqsubseteq(l, d) t \\ l=\operatorname{len}(s) \\ d=\operatorname{dim}(s)}}\left\{\frac{1}{|\operatorname{dim}(s)|} \sum_{x \in \operatorname{dim}(s)} \operatorname{dist}\left(\operatorname{norm}\left(s_{x}\right), \operatorname{norm}\left(u_{x}\right)\right)\right\} \tag{3.8}
\end{equation*}
$$

Where dist is a distance function, e.g., euclidean distance and norm is a normalization function used to achieve scale and offset invariance.
Definition 17. The entropy of a dataset $D$ consisting of two classes, 0 and 1 , is given by:

$$
\begin{equation*}
\operatorname{entropy}(D)=-\left(P(0) \log _{2} P(0)+P(1) \log _{2} P(1)\right) \tag{3.9}
\end{equation*}
$$

Where $P(x)$ is the proportion of objects from $D$ belonging to class $x$.
Definition 18. The information gain (IG) of a split strategy sp, which divides $D$ into $D_{A}$ and $D_{B}$, compares the entropy of $D$ with the entropies of the new subsets after the split.

$$
\begin{equation*}
I G(D, s p)=\operatorname{entropy}(D)-\left(\frac{\left|D_{A}\right|}{|D|} \operatorname{entropy}\left(D_{A}\right)+\frac{\left|D_{B}\right|}{|D|} \operatorname{entropy}\left(D_{B}\right)\right) \tag{3.10}
\end{equation*}
$$

### 3.3 Experimental Setup

Figure 3.3a depicts the experimental setup that is used to execute the wiping tasks. It consists of a table-mounted 6 -DOF manipulator ${ }^{1}$ with a force/torque sensor ${ }^{2}$ mounted between the end of the manipulator and an industrial parallel-jaw gripper ${ }^{3}$. The robot is holding a soft sponge in its gripper while performing wiping motions on the table surface.

All movements start in a contact-free state above the table. First, the gripper moves down to touch the table. Then, the robot wipes the sponge over the table in a straight line. If the goal position is reached, the gripper releases the contact with the surface and moves back to its starting position. In all experiments, the robot followed a predefined trajectory that applied different forces to the surface (including contact-free episodes). Furthermore the speed, direction relative to the gripper, and covered distance vary across the executions. The robot was controlled via ROS [38] and MoveIt! [46] was used for motion planning.

Different environments are created to produce various kinds of contact events. The following setups were used:

[^0]
(a) A table-mounted robot with a wristmounted force/torque sensor performs wiping tasks using a rag.

(b) Wiping over an empty table.

(c) Wiping along a fixated box.

(d) Wiping into a movable box.

(e) Wiping over a tightened screw.

Figure 3.3 Experimental setup: Subfigure a) depicts the robot, while subfigures b) - e) show some of the contact events.

- An empty table. 3.3b
- A box placed into the path of the robot. 3.3d
- Up to three screws screwed into the table. 3.3e
- A box fixed on the table, such that the robot slides along it. 3.3c

During these experiments, I have identified the following contact events:

- wipe_start
- wipe_end
- slide_right_start
- slide_right_end
- slide_left_start
- slide_left_end
- moveable_box
- fixed_screw

Additionally recordings with the long-lived events force_inc, force_dec are included in the dataset. Here the robot was commanded to start with a low contact force towards the table which increased over the course of the execution, or vice versa.

### 3.3.1 Dataset

The weakly labeled dataset $D$ is used for training. According to Def. 5, each training example contains a multidimensional time series $t$ and a list of labels $L_{t}$. The time series $t$ is 6 dimensional with $\operatorname{dim}(t)=\left\{f_{x}, f_{y}, f_{z}, \tau_{x}, \tau_{y}, \tau_{z}\right\}$. These dimensions correspond to the force $(f)$ and torque $(\tau)$ readings of the wrist-mounted sensor respectively. The measurements are recorded at 500 hz , but downsampled to 25 hz because it greatly reduces the learning time but still contains enough information to capture shape information. The list of labels $L_{t}$ contains a subset of the contact event labels listed above and is created by hand. If an event happened twice during a wiping episode, the label is added only once. A few slide recordings have been cut in half and added to the dataset. Otherwise the start and end labels would always appear together, making it impossible for my algorithm to distinguish between them.

A second dataset is used for evaluation only, which is equal to the first one but each test instance contains an additional list of time points $r_{t}$. For example, if the robot wiped over two fixed_screws during the recoding of $t$, then $r_{t}$ contains two entries, one for each screw event.

All time series in the dataset are preprocessed such that the weight of the gripper is removed from the measurements and such that the x-axis points in the direction of the movement and the z-axis points towards the table. Fig. A. 1 in the appendix depicts a few time series from the dataset.

### 3.3.1.1 Reduction of Gripper Influence

The force $f_{g}$ and torque $\tau_{g}$ which are caused by the grippers weight can be estimated given its mass $m$, its center of mass $c$ and the gravity vector $g$ :

$$
\begin{align*}
f_{g} & =m g  \tag{3.11}\\
\tau_{g} & =m c \times g
\end{align*}
$$

These values are subtracted from the measurements to reduce the grippers influence. A better estimation of the grippers weight is theoretically possible by including the speed, that the gripper is moving at, into the equation. However, this performed worse, probably because the speed is estimated based on the arms joint states instead of being directly measured by a sensor.

This step is not strictly necessary because my approach is offset invariant, but it makes the measurements easier to interpret.

### 3.3.1.2 Transformation into a Task-Specific Reference Frame

Not all wiping motions in the dataset are execution into the same direction, relative to the grippers orientation. As a result, the same contact events can produce their shape on different dimensions. As a countermeasure the sensor readings $F^{(S)}$ (force) and $\mathcal{T}^{(S)}$ (torque) are transformed from the sensor frame $S$ into another frame $A$, whose x-axis points in the direction of the movement and the z -axis points towards the table.

The transformation from the world frame to the sensor frame is called $T_{S \leftarrow 0}$. It is provided by ROS but could alternatively be computed using the forward kinematics for the arm.

Given the start position $v_{s}$ and the end position $v_{e}$ of the wiping task, the transformation $T_{A \leftarrow 0}$ from the world frame to $A$ can be calculated as follows (assuming that the z-axis of the world frame is orthogonal to the table).

$$
x=\frac{v_{e}-v_{s}}{\left|v_{e}-v_{s}\right|}, z=\left(\begin{array}{c}
0  \tag{3.12}\\
0 \\
-1
\end{array}\right), \quad y=\frac{z \times x}{|z \times x|}, T_{A \leftarrow 0}=\left(\begin{array}{ccc}
x[0] & x[1] & x[2] \\
y[0] & y[1] & y[2] \\
z[0] & z[1] & z[2]
\end{array}\right)
$$

The desired $F^{(A)}$ and $\mathcal{T}^{(A)}$ can then be computed by:

$$
\begin{align*}
& F^{(A)}=T_{A \leftarrow 0} \cdot\left(T_{S \leftarrow 0}\right)^{-1} \cdot F^{(S)} \\
& \mathcal{T}^{(A)}=T_{A \leftarrow 0} \cdot\left(T_{S \leftarrow 0}\right)^{-1} \cdot \mathcal{T}^{(S)} \tag{3.13}
\end{align*}
$$

### 3.4 Contact Event Detection and Classification in Time Series Streams

In this section, I will explain the inner workings of my algorithm in detail. I start off by describing the algorithm on a high abstraction level and follow up with listing different options for implementing the low level functions.

### 3.4.1 High-Level View on the Learning Algorithm

Before presenting the algorithm, I will explain how the intuition given in section 3.1 can be applied to multidimensional time series. The natural solution is to select multidimensional time series subsequences from all dimensions as shapelet candidates. However, events usually do not
affect all dimensions evenly. For that reason $M T S$ will only contain a subset of the possible dimensions. The $B M D$ is therefore defined to only consider the distances in the dimensions of the MTS and report their average. For example, the wipe_start event only influences the $\mathrm{x} / \mathrm{z}$-axis of the force signal and the torque around the y-axis. Therefore, a good MTS will contain some of these dimensions. When searching for the best match all the other dimensions are ignored. This adds a new assumption, that the dimensions are always temporally aligned. A possible solution is the usage of DTW as the distance measure, but I will leave this problem unsolved for future research, because the force/torque readings come from the same sensor and have therefore no lag between them.

The original shapelet discovery algorithm described by Ye et al. [51], is a brute-force algorithm, where all time series subsequences are selected as shapelet candidates and tested. However, the dataset used here contains 5206 -dimensional training examples with an average length of approx. 300. This results in $\frac{300^{2}+300}{2} \cdot 520 \cdot\left(2^{6}-1\right)=1,479,114,000$ candidates, which is a lot to say the least. Alternatively, Grabocka et al. [11] have presented a technique that learns the best possible shapelets and is therefore not limited to candidates from the dataset, but it is also to slow when facing my dataset.

I will therefore resort to speed up techniques for the brute-force algorithm, of which several have been proposed since the inception of shapelets. Some are more technical and focus on reuse of computations [34] and early abounding of e.g. distance calculations [51]. Others involve candidate pruning [34], [12] or time series compression [12], [40]. The single most effective technique is to limit the possible lengths $S L$ for shapelet candidate. I will do with using Eq. (3.14), which is designed for easy parameter tuning.

$$
\begin{equation*}
S L=\left\{\left.\frac{s l_{\max } \cdot i}{N_{\max }} \right\rvert\, i \in\left\{1 . . N_{\max }\right\}\right\} \tag{3.14}
\end{equation*}
$$

This introduces two parameters $s l_{\max }$ and $N_{\max }$. The first parameter needs to be longer than the longest event and the second parameter should create a clear performance/training time trade-off, that converges quickly to maximum performance, while the overall number of candidates increases only linear, as $N_{\max }$ is raised. With $s l_{\max }=50$ ( 2 seconds, assuming a sampling rate of 25 hz ) and $N_{\max }=3$, Eq. (3.14) yields [16, 33, 50], resulting in $(300 \cdot 3-16-33-50+3) \cdot 520 \cdot\left(2^{6}-1\right)=$ $26,339,040$ shapelet candidates. This equals a reduction by $98 \%$, however, this number is still way too large. Therefore, the maximum number of dimensions that a MTS is allowed to use will be limited using the parameter $\operatorname{dim}_{\text {max }}$. The assumption here is that events that produce unique shapes in all dimensions are rare and even if they exist, a lower amount could still be sufficient for them to be distinguished from other events.

The main loop of the algorithm is depicted in Alg. 1. It starts off by creating a dictionary $C$ in which a binary classifier will be saved for every label key. In the next step all unique labels are identified, as well as all dimension subsets that are smaller than $\operatorname{dim}_{\text {max }}$. Candidate shapelets

```
Algorithm 1: Main loop of the learning algorithm.
function find_shapelets(dataset D, list of possible shapelet lengths \(S L\), maximum number of
dimensions dim \(_{\max }\) ):
\(C \leftarrow\) empty dictionary
\(L \leftarrow\left\{l \mid\left(\exists\left(t, L_{t}, r_{t}\right) \in D\right)\left[l \in L_{t}\right]\right\} \quad\) // unique labels in \(D\)
\(\operatorname{tmp} \leftarrow\left\{x \mid\left(\exists\left(t, L_{t}, r_{t}\right) \in D\right)[x \in \operatorname{dim}(t)]\right\} \quad / /\) e.g. \(\left\{f_{x}, f_{y}, f_{z}, \tau_{x}, \tau_{y}, \tau_{z}\right\}\)
\(\operatorname{dims} \leftarrow\left\{x \mid(\exists x \in \mathcal{P}(\operatorname{tmp}))\left[x \neq \emptyset \wedge|x| \leq \operatorname{dim}_{\max }\right]\right\} \quad / /\left\{\left\{f_{x}\right\},\left\{f_{x}, f_{y}\right\} \ldots\right\}\)
shapelets, possible_labels \(\leftarrow\) candidates \((D, S L\), dims \()\)
foreach \(l \in L\) do
    \(D_{\text {binary }} \leftarrow\left\{(t, 0) \mid\left(\exists\left(t, L_{t}\right) \in D\right)\left[l \notin L_{t}\right]\right\} \cup\left\{(t, 1) \mid\left(\exists\left(t, L_{t}\right) \in D\right)\left[l \in L_{t}\right]\right\}\)
    \(b s f \_i g\), \(b s f \_q \leftarrow 0,0 \quad / /\) best so far IG and secondary measure
    foreach \(s \in\) shapelets do
        if \(l \in\) possible_labels \([s]\) then
            \(D_{s} \leftarrow\left\{\left(B M D(s, t), l_{b}\right) \mid\left(\exists\left(t, l_{b}\right) \in D_{\text {binary }}\right)\right\} \quad / /\) shapelet transformed \(D\)
            \(\delta, i g, q \leftarrow\) determine_separation_threshold \(\left(D_{s}\right)\)
            if \(i g>b s f \_i g\) or \(\left(i g=b s f \_i g\right.\) and \(\left.q>b s f \_q\right)\) then
                \(C[l] \leftarrow S=(s, \delta, l)\)
                \(b s f i g \leftarrow i g\)
                \(b s f \_q \leftarrow q\)
return C
```

are then generated using the allowed lengths and dimensions combinations. Additional pruning techniques are used in candidates, which will be presented in detail in section 3.4.4. In short, similar candidates are pruned using clustering and only one candidate per cluster is tested. The method candidates also returns a list of possible labels, that the shapelet could explain. Given the clustering based pruning, this would be all labels from the shapelet candidates' original time series that are summarized in the cluster that a remaining candidate represents.

Next, the algorithm creates the dataset $D_{\text {binary }}$, by replacing the list of labels $L_{t}$ in $D$ with a 1 or 0 depending on whether or not the label under investigation is contained in $L_{t}$. Every shapelet that can represent $l$ will now be tested for its ability to do so. Using the $B M D, D_{\text {binary }}$ is transformed into the shapelets 1-dimensional feature space, yielding $D_{s}$. In Line 13 a separation threshold $\delta$ is computed. Different options for this step will be explained in section 3.4.3. The quality of the split is measured using two numbers, one of them is IG (see Def. 18). A perfect information gain can be accomplished, if $\delta$ creates a clean split. This happens frequently, for example with two versions of the same shapelet, but of different length. In this case a secondary quality measure $q$ is employed, for which there are also multiple options explained in section 3.4.3. A simple one is to use the gap between the closest points to $\delta$ in $D_{s}$. If the newly tested $M T S$ is better than the best one so far, it will replace it.

To summarize, the proposed algorithm selects all subsequences from training examples as $M T S$ candidates, reduces this number using various pruning techniques, and then determines the best MTS for each label by testing it for its ability to separate training examples with label from
training examples without label.
Overall the algorithm will have the following parameters: $N_{\max }, s l_{\max }, \operatorname{dim}_{\max }, d_{\max }, \sigma_{f}$ and $\sigma_{\tau}, w_{\text {ext }}$. Except for $\sigma_{f}$ and $\sigma_{\tau}$, all of them are used to reduce the massive amount of MTS candidates. The last four parameters will be discussed in the following subsections and all of them will be tested for their ability to prune unimportant shapelets first in section 4.2.

In the following subsections I will discuss different options for the functions BMD, determine_separation_threshold and candidates, starting with normalization techniques and distances metrics used in BMD.

### 3.4.2 Best Match Distance

The goal of the best match distance is to capture similarities in shape. However, if a distance measure is applied to two raw time series, any similarity in shape gets dominated by offset or scale differences. For example in Fig. 3.4 the two closest series are the ones in the middle, which have the most dissimilar shape. This picture also shows the visual interpretation of the manhattan distance, it is the sum of the distances between pairs of points. As a countermeasure,


Figure 3.4 This figure shows that scale and offset differences can dominate any similarity in shape.
z-normalization was used in almost all of the shapelet literature that I reviewed and those who did not, ignored the problem. The z-normalization sets time series to a mean of zero and standard deviation of one. If all time series in Fig. 3.4 are z-normalized, then they would all look exactly the same, except for the blue one in the middle, which is therefore now the most dissimilar one to the others. For that reason the $B M D$ normalizes the shapelet and every subsequence of the tested time series.

However, setting a time series, which is almost a horizontal line, to standard deviation 1 just
amplifies the noise in it, thus creating a random shape. This has two disadvantages, on one hand, a shapelet can now have random good matches in an input time series. On the other hand random shapelets can make pruning techniques difficult, that try to filter out similar candidates. This problem was already addressed in [44] in a different context. The solution is to only set time series to standard deviation 1, if their old standard deviation exceeds a threshold $\sigma_{\text {min }}$. This threshold is dependent on the dataset, but could be estimated by inspecting the datasets noise level. Furthermore, if a time series is multidimensional, multiple $\sigma_{\min }$ thresholds are needed because the dimensions might describe totally different things. The dataset used in this thesis has six dimensions but the three force and torque dimensions just represent different axis of the same measured quantity. Therefore, two thresholds are sufficient which will be called $\sigma_{f}$ and $\sigma_{\tau}$, respectively. They can be estimated by calculating the standard deviation of short subsequences from a free space movement. This method suggests 0.4 for the force signal and 0.1 for the torque signal (rounded up) on sequences of length 16. I chose 16 because short sequences have higher standard deviations and 16 is the smallest shapelet length when using $N_{\max }=3$ and $s l_{\max }=50$.


Figure 3.5 A (not true to scale) visualization of the problem that if $\sigma_{\min }$ is above 1, the normalized time series will have a lower standard deviation than a non-normalized one.

However, as you can see in Fig. 3.5, if $\sigma_{\min }$ has to be bigger than 1 , the normalized time series will have a higher standard deviation than the non-normalized ones. This can be avoided by replacing time series with a low standard deviation with the 0 -vector, $\overrightarrow{0}$.

As a distance measure for $B M D$, almost exclusively, length normalized euclidean distance was
used which is described in Eq. (3.15).

$$
\begin{equation*}
\sqrt{\frac{1}{\operatorname{len}\left(t_{x}\right)}}\left(\left\|t_{x}-t_{y}\right\|_{2}\right) \tag{3.15}
\end{equation*}
$$

The length normalization (i.e. multiplication with $\sqrt{\frac{1}{\operatorname{len}\left(t_{x}\right)}}$ ) ensures that the distances are comparable between time series of different lengths [40]. Even though not explicitly pointed out in any shapelet related paper that I have reviewed, it can be proved that the normalized euclidean distance of two z-normalized time series can not be greater than 2 .
Corollary 1. If $x, y \in \mathbb{R}^{n}$ and

$$
\begin{equation*}
\mu(x)=\mu(y)=0 \tag{3.16}
\end{equation*}
$$

and

$$
\begin{equation*}
\sigma(x)=\sigma(y)=1 \tag{3.17}
\end{equation*}
$$

then $\sqrt{\frac{1}{n}}\left(\|x-y\|_{2}\right) \leq 2$.
An alternative for the euclidean distance is the manhattan distance, which can be length normalized as well (3.18).

$$
\begin{equation*}
\frac{1}{\operatorname{len}(s)}\left(\left\|t_{x}-t_{y}\right\|_{1}\right) \tag{3.18}
\end{equation*}
$$

A similar property can be achieved when using the length normalized manhattan distance.
Proposition 1. If $x, y \in \mathbb{R}^{n}$ and

$$
\begin{equation*}
\mu(x)=\mu(y)=0 \tag{3.19}
\end{equation*}
$$

and

$$
\begin{equation*}
\sigma(x)=\sigma(y)=1 \tag{3.20}
\end{equation*}
$$

then $\frac{1}{n}\left(\|x-y\|_{1}\right) \leq 2$.
Both proofs are in the appendix A.9. This also holds true, if one of the time series is $\overrightarrow{0}$ (the normalization special case), because the manhattan and euclidean distance are both metrics and satisfy the triangular inequality.
To understand this intuitively, we have to view a time series of length $n$ as a point in $\mathbb{R}^{n}$, where every of the series points corresponds to one of the $n$ coordinates. To make this easier I will discuss the special case, when a time series is replaced with $\overrightarrow{0}$, later. Now imagine a time series of length 3 as a point in $\mathbb{R}^{3}$. For example Fig. 3.6 depicts a few random points in yellow. If the mean of these points is subtracted from them (blue points), they are projected onto a plane, which is orthogonal to the $\overrightarrow{1}$ vector. This also holds true for higher dimensions.
Proposition 2. If $x \in \mathbb{R}^{n}$ and

$$
\begin{equation*}
\mu(x)=0 \tag{3.21}
\end{equation*}
$$

then $x$ is orthogonal to $\overrightarrow{1}$.


Figure 3.6 Three perspectives of the same random z-normalized points in 3d-space.

Proof.

$$
\begin{equation*}
x \bullet \overrightarrow{1}=1 \cdot x_{1}+\ldots+1 \cdot x_{n} \stackrel{(3.21)}{=} 0 \tag{3.22}
\end{equation*}
$$

If the 3 d time series are now divided by their standard deviation (red points), they all end up with a distance of $\sqrt{3}$ to the origin, thus forming a circle. This is because the standard deviation of a time series with zero mean is equal to $\sqrt{\frac{1}{\operatorname{len}\left(t_{x}\right)}}\left(\left\|t_{x}\right\|_{2}\right)$.

To summarize, the z-normalization first projects points from $\mathbb{R}^{n}$ onto a ( $\mathrm{n}-1$ )-dimensional hyperplane. The division by standard deviation projects points from that plane onto the (n-2)dimensional surface of a hypersphere, which lies inside the hyperplanes subspace. The radius of that sphere is $\sqrt{n}$. If the distance is now measured using the length normalized euclidean distance, $\sqrt{n}$ gets canceled out due to the $\sqrt{\frac{1}{n}}$ factor. Therefore, every point has a distance of 1 to the $\overrightarrow{0}$ (the normalizations special case) and a distance of 2 to the point on the other side of the sphere.
In fact z-normalized points are a special case for Theorem 1 with $c=\sqrt{\frac{1}{n}}, d=1$ and $p=2$.
Theorem 1. If $x, y \in \mathbb{R}^{n}, c, d \in \mathbb{R}$ and $p \in \mathbb{R}^{+}$such that

$$
\begin{equation*}
c\|x\|_{p}=c\|y\|_{p}=d \tag{3.23}
\end{equation*}
$$

then $c\left(\|x-y\|_{p}\right) \leq 2 d$.
This proof is in the appendix as well (A.9). I will refer to this as the $\leq 2$-property. The $B M D$ of the multidimensional time series is also $\leq 2$ because the $B M D$ averages the distances from the individual dimensions. The requirement for Theorem 1 can be satisfied much more easily by choosing $c=d=1$ and $p=2$. Therefore we can remove unnecessary $\sqrt{\frac{1}{n}}$ computations. In fact every $p$ with $c=d=1$ satisfies Theorem 1 . This opens up many new forms of normalization and distance metric combinations. I hypothesis, that all of them exhibit a different behavior.

To test this, the $n_{2}$-normalization + euclidean distance will be compared to the $n_{1}$-normalization + manhattan distance.

### 3.4.2.1 Angular Distance

As shown in the previous section, $n_{2}$-normalization creates a hypersphere, it might be a good idea to calculate the distance on that spheres surface, instead of through it, like the euclidean distance does.

The distance of two points on the surface of a sphere can be described by an angle. The cosine of this angle can be calculated using the dot product of the vectors that point from the origin to the points on the spheres surface. This angle interpretation also makes sense in higher dimensions, since this is the angle between both vectors on the 2d plane, that stay span. The angular distance, also called cosine similarity, cosine distance or angular similarity, is defined in Eq. (3.24).

$$
\begin{equation*}
a d(x, y)=1-\frac{x \bullet y}{\|x\|_{2} \cdot\|y\|_{2}} \tag{3.24}
\end{equation*}
$$

It returns values from $[0,2]$, where 0 represents an angle of 0 and 2 an angle of $\pi$ radian. Equation (3.24) can be shortened to (3.25), if the shapelets are $n_{2}$-normalized, since they have a length of 1. As a side note, this means that the angular distance has inbuilt scale invariance, even if two input time series are not normalized.

$$
\begin{equation*}
a d(x, y)=1-x \bullet y \tag{3.25}
\end{equation*}
$$

However, there is the special case where one or both of the shapelets are $\overrightarrow{0}$. The original definition (3.24) is undefined in this case because of a division by 0 , but the second one yields 1 . This would make sense, if only one of the inputs is $\overrightarrow{0}$, but we have to add a special case, to set the result to 0 , if both are $\overrightarrow{0}$.

$$
\operatorname{ad}(x, y)= \begin{cases}0, & \text { if } x=y=\overrightarrow{0}  \tag{3.26}\\ 1-\frac{1}{n}(x \bullet y), & \text { otherwise }\end{cases}
$$

Here you can see another advantage of replacing shapelets with low standard deviation with $\overrightarrow{0}$. If they still had some short length, the original angular distance (3.24) would project them onto the spheres surface as well, thus reintroducing the problem of noise amplification. It is also worth noting, that the angular distance is always smaller or equal to the euclidean distance, but the special case of the straight line is relatively closer to any point in the euclidean distance. A big advantage is also, that the angular distance is faster to compute. In fact, it is very efficient to
compute a distance matrix between two sets of time series by combining each set to a matrix and using the normal matrix multiplication.

To the best of my knowledge, the angular distance has not been used in combination with shapelets. However, it is relatively common in text clustering or classification. For time series classification overall Senin and Malinchik [44] have utilized the angular distance by first transforming the series into a text representation using SAX. The angular distance was also used by Ko et al. [24] for 1-NN classification of time series. But they did not justify this choice, apart from showing that it works better than euclidean distance (which I am assuming is thanks to the inbuilt scale invariance) in combination with DTW. Surprisingly the angular distance was not mentioned in the frequently cited comparison of time series similarity measures by Ding et al. [7].

### 3.4.2.2 Summary

To summarize, the most frequently used combination for $B M D$ is the z-normalization in combination with length normalized euclidean distance. This is however just a special case for Theorem 1 and the resulting distances are equal to the $n_{2}$-normalization in combination with the normal euclidean distance. Theorem 1 also suggests, that are other valid normalization-metric combinations, based on the different p-norms. Furthermore, the geometric interpretation of the $n_{2}$-normalization is a projection onto a hypersphere. The distance on the surface of that sphere can be calculated with the angular distance. In total I will compare the following normalization/metric combinations for the $B M D$ in the evaluation in chapter 4 .

1. $n_{1}$-normalization with manhattan distance
2. $n_{2}$-normalization with euclidean distance
3. $n_{2}$-normalization with angular distance

For brevity, I will refer to these combinations only with the names of the distance metrics. It can be assumed, that shapelets and time series subsequences are always normalized with the respective function.

### 3.4.3 Determining $\delta$ for multidimensional time series shapelets

In Fig. 3.7 you can see an example for a $M T S$ and the shapelet transformed training dataset $D_{s}$. All training examples with the event label are red and the others are blue. The $B M D$ between a shapelet and a time series is almost never bigger than 1, as long as the time series has a horizontal line section because of the $\leq 2$-property proven above. Now a value for $\delta$ has to be determined that best separates both classes. The quality of a split is measured by its information gain. The


Figure 3.7 Example for a 1-dimensional feature space of a $M T S$ and three intuitively feasible options for choosing a separation threshold $\delta$. Red dots are the $B M D$ between a $M T S$ and multi. dim. time series that have the label for which the current shapelet is a candidate. Blue dots are distances to time series who do not have the label.

IG compares the entropy of a set before and after the split. For example, there are 7 red dots and 7 blue dots depicted in Fig. 3.7, which equals an entropy of 1. The left most marked $\delta$ creates two new sets, one with 6 red dots and one with 1 red and 7 blue dots. Both sets have a lot less entropy with 0 and 0.54 , respectively, resulting in an IG of approx. 0.69. The second marked $\delta$ produces a set with 6 red dots and 1 blue dot on its left side and a second set with 1 red and 6 blue dots on its right side. In this case both new sets have entropy left (0.59) and the IG is approx. 0.4. The third $\delta$ creates the same information gain as the first because it is the same situation but with switched colors. Hence, we have a draw, but intuitively the first $\delta$ would be preferable because the true classes are further away from it.

However, there are infinitely many values for $\delta$ possible because the shapelets feature space is continuous. In the following subsections I will present three techniques that deal with this problem. The first two are from the literature and the last one exploits the $\leq 2$-property of the feature space.

### 3.4.3.1 max-IG- $\delta$

This approach is the most used in literature and always results in the split with the highest information gain. It will be called max-IG- $\delta$. A visual intuition is depicted in Fig. 3.8 and the algorithm for computing it is shown in Alg. 2. To find the split yielding the highest IG, all points in the middle of two training examples are tested, since they are the only ones that result in a different IG. The secondary quality measure $q$ (line 11) describes the distance between both classes because a huge gap indicates a better separation.

This approach has two main disadvantages. On one hand, it is relatively time consuming to calculate the information gain $\left|D_{s}\right|-1$ times. On the other hand, the split with the highest IG
$\delta$ Candidates


Figure 3.8 (Left) Visual intuition of the max-IG- $\delta$ method. All points that result in a different IG are tested. (Right) A case in which both the information gain and $q$ are good, but $\delta$ is not.

```
Algorithm 2: Learning \(\delta\) using the max \(I G\) method.
function determine_separation_threshold(shapelet transformed training dataset \(D_{s}\) ):
\(D_{s} \leftarrow \operatorname{sort\_ ascending}\left(D_{s}\right) \quad / /\left(d_{i},{ }_{-}\right)=D_{s}[i]>\left(d_{j},{ }_{\wedge}\right)=D_{s}[j]\) if \(d_{i}>d_{j}\)
\(b s f \_\delta \leftarrow 0 \quad / /\) best so far separation threshold
bsf_ig \(\leftarrow 0 \quad\) // best so far IG
bsf_ \(q \leftarrow 0 \quad / /\) best so far secondary quality measure
foreach \(i \in\left\{0, \ldots\right.\), len \(\left.\left(D_{s}\right)-2\right\}\) do
    \(\delta \leftarrow \frac{D_{s}[i] \cdot d+D_{s}[i+1] \cdot d}{2}\)
    \(i g \leftarrow I G\left(D_{s}^{2}, \delta\right)\)
    \(D_{1} \leftarrow\left\{d \mid\left(\exists\left(d, l_{b}\right) \in D_{s}\right)\left[l_{b}=1\right]\right\} \quad\) // red dots
    \(D_{0} \leftarrow\left\{d \mid\left(\exists\left(d, l_{b}\right) \in D_{s}\right)\left[l_{b}=0\right]\right\} \quad\) // blue dots
    \(q \leftarrow \mu\left(D_{0}\right)-\sigma\left(D_{0}\right)-\left(\mu\left(D_{1}\right)+\sigma\left(D_{1}\right)\right)\)
    if \(i g>b s f \_i g\) or \(\left(i g=b s f \_i g\right.\) and \(\left.q>b s f \_q\right)\) then
        \(b s f \_\delta \leftarrow \delta\)
        \(b s f \_q \leftarrow q\)
        \(b s f \_i g \leftarrow i g\)
return \(b s f \_\delta, b s f \_i g, b s f \_q\)
```

is not necessarily the best split, as you can see in the second picture of Fig. 3.8. A single outlier or mislabeled training example can result in a bad $\delta$.

### 3.4.3.2 KDE- $\delta$

To avoid the susceptibility to outliers of the max-IG- $\delta$ method, Xing et al. [50] proposed to choose $\delta$ based on the estimated probability distributions as depicted in Algorithm 3. This method will be called $K D E-\delta$. Here, the prior probabilities of both classes are first determined and then the probability density distribution is estimated using kernel density estimation (KDE). This can then be used to calculate the probability $\left(P_{1}(d)\right)$ of a multidimensional time series with $B M D d$
to the $\operatorname{MTS}=(s, ?, l)$ to have label $l$.

$$
\begin{equation*}
P_{1}(d)=\frac{p_{1} f_{1}(d)}{p_{0} f_{0}(d)+p_{1} f_{1}(d)}, \quad d=B M D(s, t) \tag{3.27}
\end{equation*}
$$

```
Algorithm 3: Learning \(\delta\) using the KDE method.
function determine_separation_threshold(shapelet transformed training dataset \(D_{s}\) ):
\(D_{1} \leftarrow\left\{d \mid\left(\exists\left(d, l_{b}\right) \in D_{s}\right)\left[l_{b}=1\right]\right\}\)
\(D_{0} \leftarrow\left\{d \mid\left(\exists\left(d, l_{b}\right) \in D_{s}\right)\left[l_{b}=0\right]\right\}\)
\(f_{1} \leftarrow K D E\left(D_{1}\right)\)
\(f_{0} \leftarrow K D E\left(D_{0}\right)\)
\(p_{1} \leftarrow\left|D_{1}\right| /\left|D_{s}\right|\)
\(p_{0} \leftarrow\left|D_{0}\right| /\left|D_{s}\right|\)
\(\delta\) _candidates \(\leftarrow\left\{d \in \mathbb{R} \mid P_{1}(d)=0.5\right\}\)
\(\delta \leftarrow \underset{\delta^{\prime} \in \delta \text { candidates }}{\operatorname{argmax}} I G\left(D_{s}, \delta^{\prime}\right)\)
return \(\delta, I G\left(D_{s}\right),-f_{1}(\delta)\)
```



Figure 3.9 (Left) The distance threshold $\delta$ is chosen such that a multidimensional time series with a $B M D$ of $d$ has a $50 \%$ chance to have the label $l . P_{1}(d)$ is calculated using the estimated probability densities $f_{1}(d)$ and $f_{0}(d)$. (Right) If both classes are very far apart, this method can yield $\delta$ s that are too large.

Next, every $d$ with a $50 \%$ probability will be tested for its information gain and the best one is chosen for $\delta$. An example is shown in Fig. 3.9.

Even though KDE also takes its time to compute, this cost should be outweighed by the amount of saved IG computations. It can also handle outliers much better than max-IG- $\delta$. Ironically the main problem here is when both classes are extremely well separated (Fig. 3.9 right), because both $f_{1}$ and $f_{0}$ are almost 0 in the middle. Now simple rounding can shift $\delta$ by a lot. There is also a special case caused by the normalization, where a shapelet has a distance of 1 to all time series with label 0 or 1 , thus making KDE undefined. This is handled by replacing $f_{1}$ or $f_{0}$ with a Gaussian distribution that has a very small variance.

As a secondary quality measure, $-f_{1}(\delta)$ will be used because it correlates with a large gap
between the real classes and does not need additional computations.

### 3.4.3.3 fixed- $\delta$

The third approach is to use a fixed $\delta$ for every shapelet and will thereby be called fixed- $\delta$. The inspiration for this comes from the fact, that the distances are always between 0 and 2 and that horizontal lines has a distance of 1 to every non horizontal line. This knowledge can be used to narrow down the possible values for $\delta$. Because of the second observation $\delta$ should always be smaller than 1, it should probably even be smaller than 0.5 as it lies in the middle. Furthermore MTS that have some $\overrightarrow{0}$ dimensions are even closer to the horizontal line.

Now consider the two shapelets depicted in Fig. 3.10. They have a manhattan and euclidean distance of approximately 0.5 . If both shapelets represent different classes, than the feature space of the red shapelet will look similar to Fig. 3.10 (right). To separate between them, a $\delta$ of around .3 should do well. I hypothesis that this threshold is at least decent for all events. This number is also only very critical, if both classes are very close in the shapelets feature space, which means that the shapelet is probably bad anyway. Additionally, if $\delta$ is fixed, than the algorithm just searches for shapelets, for which that threshold is good.


Figure 3.10 (Left) Two time series subsequences that have a manhattan and euclidean distance of approx. 0.5 and an angular distance of approx. 0.14. (Right) An example feature space with the red subsequence as a shapelet candidate. A time series that has the blue subsequence in it would have at least a (manhatten) distance of 0.5.

This method also gives the user some the power to control how likely the classifers are to detect FP. If it is important, that we do not have any FP, $\delta$ could be set to a low value and the algorithm finds shapelets for which such a low value is best.

Even if this technique results in worse classification performance, it will be significantly faster than the previous to methods, because only one IG calculation is needed. As a secondary quality measure, the same can be used as for max-IG- $\delta$.

### 3.4.3.4 Summary

Three techniques to determine $\delta$ have been proposed. The first one, max-IG- $\delta$, searches for the $\delta$ with the highest information gain and therefore requires a high computation time. The second one, $K D E-\delta$, chooses $\delta$ based on the probability distributions of both classes and is faster to compute. The third one, fixed- $\delta$, uses the same $\delta$ for every shapelet because the range for feasible values is greatly reduces as a consequence of the $\leq 2$ property.

### 3.4.4 Candidate Pruning

To cut down on the huge amount of shapelet candidates, Algorithm 4 is utilized, which consists of three major steps. First, all training examples are searched for relative extrema in all dimensions and their derivatives. Then all candidates are removed which only contain zeros, because these are quite often due to the normalization and because they can not describe an event. And lastly the remaining candidates are clustered and the center of each cluster is used as a shapelet candidates. For each shapelet the information which labels have occurred in its cluster is also saved, that way we do not have to test every shapelet for every label.

```
Algorithm 4: Calculation of candidate shapelets.
function candidates(dataset \(D\), shapelet length len, dimensions dims):
\(t m p \leftarrow\) empty sequence
shapelets \(\leftarrow\) empty sequence
possible_labels \(\leftarrow\) empty sequence
foreach \(\left(t, L_{t}\right) \in D\) do
    extrema \(\leftarrow\) find_relative_extrema \(\left(t, \operatorname{dims}, w_{e x t}\right)\) // Step 1: shapelets around extrema
    foreach \(e \in\) extrema do
        candidate \(\leftarrow\) normalize \((\) subseq \((t\), len, dim, \(e))\)
        if \((\exists x \in\) candidate \()[x \neq 0]\) then
            \(t m p \leftarrow \operatorname{append}(t m p\), candidate \() \quad / /\) Step 2: no horizontal lines
foreach \(s \in \operatorname{cluster}(t m p)\) do
        shapelets \(\leftarrow \operatorname{append}(\) shapelets, \(s) \quad / /\) Step 3: only cluster centers
        possible_labels \(\leftarrow\) append \(\left(\right.\) possible_labels, \(\left.\left\{l \mid\left(\exists\left(t, L_{t}\right) \in D\right)\left[l \in L_{t} \wedge B M D(s, t) \leq d_{\max }\right]\right\}\right)\)
    /* All labels which can be found in the cluster of \(s\). */
return shapelets, possible_labels
```


### 3.4.4.1 Relative Extrema

The goal of the function find_relative_extrema is to remove different perspectives of the same candidates. It gets a multidimensional time series, a list of dimension names dims and a param-
eter $w_{\text {ext }}$ as input.
Different perspectives of the same shapelet are removed by only returning those, who are centered around extrema. For example, Fig. 3.11 shows one dimension of a time series from the dataset. As you can see, using every local extremum would result in a lot of candidates due to noise. But using only global extrema could miss some good candidates. Therefore, every dimension listed in dims of the input series will be searched for relative extrema in a range of a $\pm w_{e x t}$-window. This is a new user specified parameter, but its exact value should not be very critical because the events should result in the strongest extrema, thus remaining till the end. It is also to be expected, that the biggest performance gain is achieved while $w_{e x t}$ is relatively small. Additionally, each dimensions' derivative is searched of relative extrema, to capture high gradients. Fig. 3.11 shows the, subjectively, optimal result for the example time series using $w_{e x t}=50$ (two seconds).


Figure 3.11 Detected relative extrema of a training example from the dataset using $w_{\text {ext }}=50$.

### 3.4.4.2 Clustering

The extrema pruning of the previous step returns a lot of shapelet candidates that look similar, because they are all centered around extrema. A clustering algorithm seems to be the perfect fit for reducing this candidate set. All of these candidates stem from time series, which turns that into a subsequence time series clustering problem, which is usually meaningless as proven by Keogh et al. [22]. However, clustering will be meaningful in this situation for two reasons. Firstly, the subsequences are normalized which replaces some of them with the $\overrightarrow{0}$ vector. This removes the property, that the mean of all subsequences will be a straight line. Secondly, some of the data is ignored, as stated by Rakthanmanona and Keogh et al. [41], is necessary to get meaningful clusters. Especially the extrema pruning removes this „averaging" problem.

There are a lot of clustering techniques which could be employed here. A good overview of popular clustering methods and their effect on 2d datasets can be seen in Fig. 3.12. Since there is "no free lunch" in machine learning [8], we have to consider the pros and cons of the different


Figure 3.12 Effect of different clustering techniques on a 1500 sample artificial dataset. Source: http://scikit-learn.org/stable/modules/clustering.html, but recomputed on a 4.0 GHz CPU, for a fair runtime comparison.
techniques. The optimal clustering solution has to have the following properties. First, it has to be fast, otherwise it can not speed up the learning. It should also not require the number of clusters as an input, since we do not have this information. Additionally, the created clusters should not be to big. If the shapelet candidates are evenly spread over the space, a few single clusters are preferable to a single big one.

With that in mind, affinity propagation produces the best clusters because it splits connected areas and does not require the number of clusters as input. However, it is by far the slowest and therefore unfitting. K-means and Ward also split evenly distributed areas, but require the number of clusters as input parameter. This leaves us with birch, which does not perform well in high dimensional space.

There is a version of k -means called x -means, that does not require the number of clusters as input [37]. However, the k estimation would merge for example the two clusters in the bottom left of Fig. 3.12.

Instead, I will be using a modified version of the algorithm proposed by Grabocka et al. [12], which was used to prune shapelet candidates as well. They have seeded cluster centers at randomly chosen points and all shapelets closer than some parameter belonged to that cluster. This parameter will be called $d_{\max }$ and prevents clusters from becoming too big. Given the fact that two shapelets can not be further apart than 2 , this parameter should be easy to tune.

The original algorithm has the problem, that cluster centers can be seeded everywhere, since they are randomly chosen. This design decision makes this algorithm prone to bad luck, if candidates from the edge of a real cluster are selected. To fix this problem I propose Algorithm 5. Where

```
Algorithm 5: Clustering to prune candidate shapelets.
function clustering(list of multi. time series \(T\), cluster radius \(d_{\text {max }}\) ):
centers \(\leftarrow \emptyset\)
outs \(\leftarrow T\)
while out \(\neq \emptyset\) do
    ins \(\leftarrow\left\{t \in\right.\) outs \(\mid \operatorname{dist}(t\), outs \(\left.[1]) \leq d_{\max }\right\}\)
    centers \(\leftarrow\) centers \(\cup\{N N(\) mean \((\) ins \()\), outs \()\}\)
    outs \(\leftarrow\left\{t \in\right.\) outs \(\mid(\forall c \in\) centers \(\left.)\left[\operatorname{dist}(t, c)>d_{\text {max }}\right]\right\}\)
return centers
```

dist is the distance measure used for $B M D$. In Line 5 a cluster with random center is created, but the center is then shifted to the nearest neighbor of the mean of that cluster. The mean of multiple multidimensional time series is computed using Eq. (3.28).

$$
\begin{equation*}
\operatorname{mean}_{x}(T)[i]=\sum_{t \in T} t_{x}[i] /|T| . \tag{3.28}
\end{equation*}
$$

This step could theoretically be repeated, until the new center converges, but one step is enough to greatly reduce the impact of randomness and keeps this algorithm fast.

This algorithm terminates because the amount of candidates, that are not in a cluster (outs), shrinks by at least 1 in every loop. Additionally, this ensures that the individual dimensions still lie on the surface of the hypersphere (depending on the distance and norm functions used), which is not true for the mean cluster center.


Figure 3.13 The effect of the proposed clustering on the same 2d artificial datasets that were used in Fig. 3.12. Sometimes two neighboring clusters have the same color because the graph coloring problem was not the focus of my thesis.

In Fig. 3.13 you can see how this clustering approach behaves on the datasets used in Fig. 3.12. It is significantly faster than all of the other presented clustering techniques. It is also able to center around isolated islands in the feature space, but breaks evenly distributed areas into
smaller chunks.
In the context of our problem, it is worth noting that $d_{\max }$ should be smaller than 2. In fact, it should also be smaller than 1 because that is the distance from every shapelet to $\overrightarrow{0}$. A single cluster with $\overrightarrow{0}$ at its center would therefore enclose every other point. However, since those candidate are filtered out beforehand, values $d_{\max }>1$ still yield multiple clusters. In the end the last remaining clusters will have the shape, that is the most common in the dataset (other than $\overrightarrow{0}$ ). It is therefore likely, that the most common labels can still be learned. Using the same reasoning as in section 3.4.3.3, it is likely that a good threshold will be approx. 0.5 for the euclidean and manhattan distance and 0.14 for the angular distance because this is the distance between the to example shapelets depicted in Fig. 3.10.
Another interesting aspect is that the maximum number of clusters should be finite because the surface of a sphere is finite, but the exact number is difficult to compute, since the surface area of a hypersphere reaches its maximum in 7 dimensions and then quickly converges to zero.

### 3.5 Online Event Detection and Classification

Now that we have trained MTS for every event, we can use them to detect events online in a multidimensional time series $t$. To detect multiple event occurrences I exploit the fact, that input time series $t$ for $B M D$ can be as small as the shapelet itself. Hence, the distance between the shapelet and every subsequence of $t$ with the length of $S$ is calculated. As depicted in Alg. 6 the new time series $d_{t, S}$ contains the minimum of $\delta$ and $B M D(s, t)$. If a $M T S$ does not detect any events, $d_{t, S}$ does not have a minimum because it is a horizontal line, but at any detection there will be an area below this line with a minimum. To prevent matches in close proximity, it has to be a relative minimum in an area the length of the shapelet.

```
Algorithm 6: Detection of contact events using shapelets.
function detect(multidimensional time series \(t, M T S S=(s, \delta, l))\) :
\(d_{t, S} \leftarrow\) empty sequence
foreach \(u \sqsubseteq_{(\operatorname{len}(s), \operatorname{dim}(s))} t\) do
    \(d_{t, S} \leftarrow \operatorname{append}\left(d_{t, S}, \min (\delta, B M D(s, u))\right)\)
return relative_minima \(\left(d_{t, S}\right.\), len \(\left.(s)\right)+\operatorname{len}(s) / 2\)
```

Figure 3.14 visualizes this algorithm with an example. The top picture depicts the time series $t$, the middle plot shows the shapelet, that we classify with, and the bottom figure visualizes the distance time series $d_{t, S}$ and the detected time index. There is a time span from approximately 70 to 80 , with a $B M D$ lower than $\delta$. Because we detect contact events with the relative minima operation, only one time index is selected. Half the shapelets length will be added to the detected
time stamp, such that the detected point in time is in the middle of the match, instead of its starting position, because the starting position depends on the length of the shapelets.


Figure 3.14 Visualization of Algorithm 6 that detects contact events of type $l$ in a multidimensional time series $t$ using a shapelet $S=(s, \delta, l)$.

To detect events online, we have to keep track of a window with the latest sensor readings, which has to be the size of the longest shapelets. It is also necessary to save $d_{t, S}$ for all $M T S$, here a few seconds worth of data should be enough to localize a minimum. We then apply Alg. 6 for every new incoming measurement. It is important to note, that a relative minimum will only be detected if the preceding and following point are higher. That means, if the current $d_{t, S}$ ends with the lowest point, it is not a minimum. Hence, events are not detected too early. This algorithm should also be very fast, only one distance measurement per sensor reading per shapelet has to be computed, which can also be done simultaneously.

The biggest disadvantage of this approach is that an event is only detected, when the full shapelet has a good match, thus making short shapelets preferable.

Algorithm 6 is a simplified version of the technique to find multiple matches in a time series stream, which was utilized in [24]. The authors classified with a 1-NN algorithm that considers one example per class and used DTW as a distance measure. Since they have also learned a threshold which serves the same function as $\delta$ (but for all classes) their trained system is very similar to the one proposed here. The main difference is the training phase because they need perfectly extracted training examples for every class. Their online detection and classification technique is also very complex and computationally expensive due to the usage of DTW.

As previously mentioned, they have also tried to use angular distance for DTW internally, but
without giving the reason. For comparison, that means they can deal with temporal difference, because of DTW, and with scale differences, due to the angular distance and I can achieve scale and offset invariance because of the normalization used in the $B M D$. Using DTW as well might be a topic for future research.

## Chapter 4

## Evaluation

### 4.1 Evaluation Methodology

In this section I will present the evaluation method used to test the trained models ability to detect and classify the exact time of event occurrences. Most of the literature that I reviewed for this thesis defines TPs as the number of correctly classified instances. However, as you can see in Fig. 2.2, this is anything but trivial, when trying to detect and classify events in time series streams. The definition of „number as correctly classified instances" is therefore not specific enough.

Most of the reviewed algorithms used segmentation to preselect relevant subsequences, it seems therefore reasonable that the authors have assigned an event label to its closest segment. As a result, matches in close proximity do not happen, which resolves many problems. If this is true, a TP would be counted, if the right label is assigned for the segment and the negatives are all segments, that do not contain events. This method is overly optimistic because the tested system helps to evaluate itself, by providing the segments.

I, however, argue that the algorithm under evaluation should be treated as a black box. Algorithm 7 describes how TPs can be defined to achieve this. First, the event occurrences in a time series

```
Algorithm 7: Calculation of true positives \(T P\).
function \(T P\) (multi dim. time series \(t\), its list of real events \(r_{t}\), class label l, MTS \(S=(s, \delta, l)\) ):
\(p_{t} \leftarrow \operatorname{detect}(t, S)\)
\(T P s \leftarrow\) empty dictionary
foreach \(r_{t}^{\prime} \in r_{t}(l)\) do
    \(p_{t}^{\prime} \leftarrow \underset{\operatorname{argmin}}{\operatorname{argm}}\left|p_{t}-r_{t}^{\prime}\right|\)
            \(p_{t} \in p_{t}(l)\)
    if \(\left|p_{t}^{\prime}-r_{t}^{\prime}\right|<\Delta t_{\max }\) and \(\left|p_{t}^{\prime}-r_{t}^{\prime}\right|<\left|p_{t}^{\prime}-T P s\left[p_{t}^{\prime}\right]\right|\) then
            \(\operatorname{TPs}\left[p_{t}^{\prime}\right] \leftarrow r_{t}^{\prime}\)
return \(|T P s|\)
```

from the test set are predicted using detect. Then the nearest neighbor in the predictions for
each real event in $r_{t}$ is identified. If this distance is below a threshold $\Delta t_{\max }$, it is a true positive. However, every prediction is only allowed to account for a single labeled event occurrence. Given this TP definition, we can now define FP, false negative (FN) and TN.

$$
\begin{align*}
& F P(t, l)=p_{t}(l)-T P(t, l)  \tag{4.1}\\
& F N(t, l)=r_{t}(l)-T P(t, l)  \tag{4.2}\\
& T N(t, l)=\operatorname{len}(t)-r_{t}(l)-F P(t, l) \tag{4.3}
\end{align*}
$$

I have decided to use a relatively high value of 2 seconds for $\Delta t_{\max }$ and to record the time differences as well. That way it can be determined, if a classifier always detects its event too early (negative difference) or late (positive difference) with a very low variance. This additional insight comes with the cost of to little FN and to many TP. Therefore, the average time difference ( $\mu \mathrm{td}$ ) for true positives as well as its standard deviation ( $\sigma \mathrm{td}$ ) will always be reported whenever I reason about a good performance. The reader can then decide whether the differences are acceptable or not.

Labelled Events:


Figure 4.1 Problematic situations that arise when assigning TP and FP. The window over the predictions indicates a range of $\pm \Delta t_{\text {max }}$.

To get an intuitive understanding for the proposed TP definition, Alg. 7 will now be used to resolve the problematic situations in Fig. 4.1.

1. This is a FP for $A$ because the predicted event is further than $\Delta t_{\text {max }}$ away from the labeled event.
2. This is a TP for $A$ and a FP for $B$.
3. This is a TP for the first $A$ prediction and a FP for the second one, because a labeled event is only assigned to its best prediction.
4. This is a TP for both $A$ and $B$ because the event classes are evaluated separately.
5. This is a TP for the first predicted $A$ because it is the closest to the labeled event. The second labeled event results in a FN because there is no prediction left.
6. These are two TP.

Given the definitions above, the number of P is much smaller than the number of N , therefore evaluation metrics that include TN are not very meaningful. For example a simple classifier that
never detects an event would achieve almost perfect accuracy $\left(\frac{T P+T N}{N+P}\right)$. Instead, precision and recall will be used because they do not include TN. A good precision shows that the classifier does not produce many FP and a good recall indicates that the classifier is unlikely to miss events. Both performance measures are calculated for every label independently.

$$
\begin{gather*}
\operatorname{precision}(D, l)=\frac{\sum_{t \in D} T P(t, l)}{\sum_{t \in D}(T P(t, l)+F P(t, l))}  \tag{4.4}\\
\operatorname{recall}(D, l)=\frac{\sum_{t \in D} T P(t, l)}{\sum_{t \in D}(T P(t, l)+F N(t, l))} \tag{4.5}
\end{gather*}
$$

In the next sections I will investigate the following questions:

1. What influence do the parameters have on the algorithms performance?
2. Which of the three presented distance metric + normalization combinations is the best?

Manhatten $+n_{1}$-normalization, euclidean $+n_{2}$-normalization or angular $+n_{2}$-normalization?
3 . What is the best technique to determine $\delta$ ?
4. How effective are the extrema detection and clustering as pruning techniques?
5. What is the best precision/recall I can achieve?
6. How effective is this method at classifying events online?

Unless stated otherwise, a 10 -fold cross validation ( 10 -fold-CV) was used to estimate the prediction performance of a given model on an independent dataset. That means, the whole dataset is randomly split into 10 equally sized sections. The model is trained with 9 of these sections and tested on the remaining one. This process is repeated until every section was the test set. It can be problematic to use a 10 -fold-CV on an unbalanced dataset, like the one used here, because a label could be underrepresented in the training set. There are a few options to address this problem. For example, the majority class could be undersampled, i.e., examples from the majority class are only sampled until its number equals the minority class. Alternatively, the minority examples in the training set can be duplicated until it is balanced. However, I have decided to ignore the problem because it is very unlikely that no examples of a label are included in a randomly chosen $90 \%$ subset. Additionally, I will report the average precision and recall, if they are not reported for every label, because this number is more pessimistic then an average weighted by label distribution.

All experiments were conducted on a $4 x 4 \mathrm{GHz}$ CPU with 16 GB main memory and the code was implemented in python.

### 4.2 Parameter Influence

In this section the influence of the algorithms parameters on the training time and prediction performance will be investigated. Furthermore, all experiments in this section are repeated for all three distance metrics. To recap, my algorithm has the following parameters:

- $d_{\text {max }}$, radius for the cluster pruning
- $\sigma_{f}$ and $\sigma_{\tau}$, to prevent noise amplification in force/torque data during normalization
- $w_{e x t}$, window size for relative extrema pruning
- $N_{\text {max }}$, number of allowed shapelet lengths
- $s l_{\text {max }}$, maximum shapelet length
- $\operatorname{dim}_{\max }$, maximum number of dimensions allowed for a single $M T S$

All of them, expect for $\sigma_{f}$ and $\sigma_{\tau}$, are designed to offer a training time / performance tradeoff because they remove shapelets from the candidate pool. Therefore, values of a parameter at one end of their spectrum should result in the highest training time, as well as the highest precision and recall. In the best case scenario, the training time will first rapidly decrease and then converge to a low level as the parameter is tuned towards the other end of its spectrum, while the performance decreases much more slowly because unimportant candidates were pruned first.

The goal of $\sigma_{f}$ and $\sigma_{\tau}$ is to remove shapelets, that only contain noise. Therefore low values for this parameter likely will not result in a good performance. It is to be expected, that the performance has a clear maximum, which should also be in an area, where the training time is relatively low. However, the size of this area of good performance is probably dependent on the dataset.

All parameter combinations are tested with a 10 -fold-CV. This, however, results in extremely high computation times, especially when the parameters are tuned towards performance. Therefore, the training set will only contain the force measurements during this section, if not stated otherwise. This most likely reduces the maximum performance that is possible, but should be sufficient to show the trade-off produced by the parameters.

Parameters that are not under investigation will be set to a fixed value. The experiments could still require days to be computed, that is why parameters are generally chosen in favor of a low training time.

1. $d_{\max }=0.5$ for euclidean and manhattan distance and $d_{\max }=0.15$ for angular distance. These values were chosen based on the distance between two example shapelets, see Section 3.4.4.2 for more details.
2. $\sigma_{f}=0.4$ and $\sigma_{\tau}=0.1$. These were determined by calculating the standard deviation of short subsequnces in episodes of free space movements, see Section 3.4.2 for more details.
3. $w_{e x t}=200$. This equals a window of $\pm 8$ seconds. This is much longer then every event lasts
and was chosen to be that high to accelerate the learning. It could therefore be possible, that too many candidates are pruned.
4. $s l_{\max }=50$. Events in this scenario do not last for long, which is why the maximum shapelet length can be reduced to two seconds.
5. $N_{\max }=3$. This results in shapelets with the lengths $[16,33,50]$.
6. $\operatorname{dim}_{\max }=3$. Since most experiments will only use either force or torque data, therefore the number of possible dimension combinations is not too high and all of them can be tested.

The threshold $\delta$ is estimated using the $K D E-\delta$ method because it is faster to compute than the max-IG- $\delta$ method and the goal in this section is to demonstrate the trade-off not to accomplish optimal prediction performances.

### 4.2.1 Influence of $d_{\max }$




Figure 4.2 (Top) Influence of $d_{\max } \in[0.1,0.2, \ldots, 2.0]$ on average precision, recall and training time for manhattan, euclidean, angular distance, respectively. The first value for angular distance is $d_{\text {max }}=0.01$, not 0 .
(Bottom) Same as before but only the precision and recall for wipe_start are shown.

Fig. 4.2 shows how different values for $d_{\max }$ influence the performance. A value of 0 would result in no candidate pruning due to clustering and is omitted as this would result in hours of training time. All values $\geq 2$ do not change the results, since this is the maximum distance between shapelets.

The minimum number of shapelet candidates in this case is $21\left(|[16,33,50]| \cdot\left(2^{3}-1\right)\right)$. In all three cases the number of candidates left after pruning converges quickly to this number, and so does the training time. The performance only starts to drop significantly, as the minimum amount is almost reached. Therefore this parameter clearly achieves the goal of pruning unimportant candidates first. On top of that, even the 21 last shapelets are good for some events. The performances towards the end result in a few shapelets being detected reliably and some not at all. For example wipe_start (Fig. 4.2 Bottom) and wipe_end can still be classified. This is because those events are the most frequent in the dataset.

It is also worth noting, that the performance does not drop to zero for $d_{\max } \geq 1$, because $\overrightarrow{0}$ s are removed before clustering. Otherwise a single cluster with $\overrightarrow{0}$ at its center would be formed because it has a distance of 1 to every shapelet and outnumbers all other similar looking shapelet candidates.

Based on these results, optimal values are $d_{\max } \leq 0.8$ for manhattan and euclidean distance and $d_{\max } \leq 0.4$ for angular distance. Which is a relatively big range considering the soft limit of 1 . However, the manhattan distance performs the least consistent in this range.

### 4.2.2 Influence of $\sigma_{f}$ and $\sigma_{\tau}$

The influences of $\sigma_{f}$ and $\sigma_{\tau}$ are depicted in Fig. 4.3. To test $\sigma_{\tau}$ the algorithm was only allowed to use the torque data, but the parameters were left unchanged. The first observation is that the events are more difficult to detect in the torque data alone, compared to force data. We can also see that there exists a hill of relatively good performance in the ranges $\sigma_{f} \in[0.2, . ., 0.4]$ and $\sigma_{\tau} \in[0.02, . ., 0.1]$. The values that were estimated from free space movements lie right at the upper end of this area. Furthermore the training time improvements start to level off at the same time as the performance is at its peak for the euclidean and angular distance. The performance gets worse as the parameter increases because more candidates are turned into $\overrightarrow{0}$. Therefore this parameter achieves the goal of preventing noise amplification for the last two distance metrics.

However, the results for the manhattan distance are both unexpected and interesting. This parameter has little influence on both the performance and the training time.

The reason for this behavior is that the number of candidates left after clustering is always approximately the same and very close to the minimum of 21 for the torque dataset. That means that for low values for $\sigma_{f}$ and all values for $\sigma_{\tau}$, all the random shapelets from amplified


Figure 4.3 (Top) Influence of $\sigma_{f} \in[0,0.1, \ldots, 1.0]$ on average precision, recall and training time for manhattan, euclidean, angular distance, respectively.
(Bottom) Influence of $\sigma_{\tau} \in[0,0.02, \ldots 0.4]$, here the algorithm only used torque data.
noise are pruned during clustering. The shapelets that are removed first by this parameter are the ones that were originally almost straight lines. These lines usually contain very low zero mean noise that, when amplified by the normalization, results in strong high frequency waves. Such waves seem to get pruned during the clustering when the manhatten distance + normalization combination is used. Supportingly, a frequency analysis revealed that the torque data contained stronger high frequencies, than the force measurements. This could explain why almost all candidates are pruned when the torque data is used. Furthermore, with $\sigma_{\tau}$ set to 0.1 , the manhattan distance only started to produces more than 100 candidates, when $d_{\max }$ is lowered below 0.01 , resulting in precision and recall of above $70 \%$, thereby proving that the candidates are just very similar.

My best explanation for this effect comes from the fact that $n_{1}$-normalized shapelets do not lie on a sphere in the Cartesian space, but some kind of polygon. During the clustering, the mean of multiple shapelets is calculated, but the resulting point does not lie in the surface of that object any more. In the next step its nearest neighbor is selected as the cluster center. I am assuming
that the combination of these two steps results in some kind of bias towards a side rather then a corner of that polygon. The exact cause and possible exploitations are an interesting topic for future research.

### 4.2.3 Influence of $w_{e x t}$



Figure 4.4 Influence of $w_{\text {ext }} \in[1,21,41, \ldots, 301]$ on average precision, recall and training time for manhattan, euclidean, angular distance, respectively.

In Fig. 4.4 you can see the influence of $w_{\text {ext }}$. In this case, with the exception of the manhattan distance, both precision and recall stay consistently high. The training time first rapidly decreases but starts to raise again. This is because in the end the relative extrema function takes more time to prune candidates, than is saved by fewer candidates. The highest tested value ( $w_{\text {ext }}=301$ ) only returns the global extrema of many time series, indicating that this parameter can be removed. And in fact, repeating the experiments and using only the global extrema yields $95 \% / 94 \%, 95.8 \% / 98.5 \%$ and $95.1 \% / 97.7 \%$ for precision/recall for manhattan, euclidean and angular distance respectively. This function is also a lot faster with $34,24,25$ seconds average training time for the distance metrics, respectively.

However, I do not expect this result from every dataset. Only using the global extrema would add the additional assumption, that every event creates these in at least one training example. In conclusion, this parameter achieves the goal of removing undesired shapelet candidates first and, for this dataset, never removes important ones.

The classification performance drop of the manhattan distance is caused because force_dec could barely be classified and wipe_start less reliably. This time, however, it seems to be a coincidence where all the parameter are just „right" to produce this result.

### 4.2.4 Influence of $N_{\max }$ and $s l_{\max }$



Figure 4.5 (Top) Influence of $N_{\max } \in[1,2, \ldots, 9]$ on average precision, recall and training time for manhattan, euclidean, angular distance, respectively.
(Bottom) Influence of $s l_{\max } \in[5,10, \ldots, 55]$ (with $N_{\max }=1$ ) on average precision, recall and training time for manhattan, euclidean, angular distance, respectively.

Fig. 4.5(Top) shows the influence of $N_{\max }$. The training time rises linearly because the clustering does not prune similar shapelets of different lengths. The performance is always good, but this can be attributed to the fact, that shapelets of length $s l_{\max }=50$ are always included and yield good precision and recall. Therefore, I have tested different values for $s l_{\max }$ while $N_{\max }$ was set to one to see how good the different length are on their own. The results are depicted in 4.5 (Bottom). Short length perform poorly in terms of precision. This happens because short shapelets are not long enough to distinguish similar looking events, but they are long enough to rarely miss a real one. The only labels that performed good with very short lengths are fixed_screw, wipe_start and wipe_end. As $s l_{\max }$ increases, recall drops first. The reason for this is that the algorithm is no longer able to represent all training examples for the same label with a single shapelet and therefore starts to specialize on the biggest similar looking subset for each event.

### 4.2.5 Influence of $\operatorname{dim}_{\max }$



Figure 4.6 Influence of $\operatorname{dim}_{\max } \in[1,2, \ldots 6]$ on average precision, recall and training time for manhattan, euclidean, angular distance, respectively.

For this experiment, force as well as torque data was used to increase the amount of possible values for $d i m_{\max }$. The results are shown in Fig. 4.6. After this parameter surpasses 2, precision and recall stay almost exactly the same. The reason for this is that high dimensional MTS do not seem to perform well. The average number of chosen dimensions converges to 2.4 for manhattan and euclidean and 2.2 for angular distance and a shapelet with 6 dimensions was never selected. This behavior probably comes from the fact that high dimensional shapelets almost certainly have some 0 dimensions and are therefore relatively closer to the sequence, that only consists of $\overrightarrow{0}$. In particular, a torque around the $z$ is almost never measured. The differences in training time between the distance measures is caused by the amount of shapelet candidates that remain after clustering. Especially the manhattan distance is fast, because it prunes many torque shapelets, as we have seen in section 4.2.2. In summary, this parameter also achieves its goal of pruning unimportant shapelets first. Given these findings, $\operatorname{dim}_{\max }=3$ should be a good default value.

### 4.2.6 Summary

To answer the question "What influence do the parameters have on the algorithms performance?", it can be concluded, that all the parameters achieved their goal, of pruning unimportant shapelet candidates first. However, $N_{\max }$ and $w_{\text {ext }}$ do have almost no influence on the classification performance. This can be contributed to the nature of the dataset. If $N_{\max }=1$, only shapelets the length of $s l_{\max }$ are tested and $s l_{\max }=50$ happened to yield a good result.

Additionally the dataset satisfies the constraint, that all events creates a global extreme in at
least on training example, which is why $w_{e x t}$ has no influence on either precision or recall.
Given this insight, I will leave most parameters unchanged for the next experiments, since they were at or close to the best results. The following parameters will be changed.

- $w_{\text {ext }}=\infty$, meaning that only shapelets around global extrema will be selected, as this results in a significant training time improvement, without influencing the classification performance.
- $\sigma_{\tau}=0.08$, because this increases the performance, without increasing the training time by much.
- $\operatorname{dim}_{\max }=3$, because the average dimensions used converge to approx. 2.5.


### 4.3 Methods to Estimate $\delta$

In this section I will compare the three techniques presented in section 3.4.3 to estimate the separation threshold $\delta$ for MTS. First, I will start by comparing max-IG- $\delta$ and $K D E-\delta$ using a 10 -fold-CV with all 6 dimensions with the parameters chosen according to the previous section 4.2.6. In order to not interrupt the reading flow, Table F. 1 and G. 1 are in the results are in the appendix.

Overall, both techniques achieve good precision and recall for all labels, except for moveable_box. For that label, KDE- $\delta$ significantly outperforms max-IG- $\delta$.


Figure 4.7 (Top) shows the 1-dimensional feature space of the shapelets below. Red dots are training examples that have the label moveable_box $\left(D_{1}\right)$ and blue dots are the examples who do not $\left(D_{0}\right)$. The dotted line indicates $\delta$ selected by max-IG- $\delta$.

To understand this behavior, two shapelets and their 1d-feature space are depicted in Fig. 4.7. The left shapelet shows a possible candidate that is intuitively right based on the dataset examples shown in appendix A.1, however this one can not achieve a perfect IG. The shapelet on


Figure 4.8 Influence of $\delta \in[0.1,0.2, \ldots, 0.8]$ on average precision, recall and training time for manhattan, euclidean, angular distance, respectively. The angular distances was tested with $\delta \in[0.01,0.02,0.03,0.04,0.05,0.1,0.15,0.2, \ldots, 0.4]$.
the right shows the wipe end of an experiment with a moveable_box. It turns out, that the box slightly pushes back on the gripper while it moves away from the table, thereby creating this shape along in $f_{x}$. This shapelet allows for a perfect separation, therefore max-IG- $\delta$ chooses it over the left shapelet. On the other hand, KDE- $\delta$ chooses $\delta$ based on the estimated distributions and is therefore less likely to create such a fine tuned split for the right shapelet. It is, however, still possible, which is why this event label often performs worst.

In fact, this situation is a violation of the assumption, that there are no two events, that always happen in the same training examples. The new event will from now on be referred to as push_end and it shows that events does not have to be labeled in order to violate the assumption. There are a few ways to fix this problem. First, a few push trials could be cut between those two events and added to the dataset, as it was done to split slide start and end. This puts the information gain back into the favour of the left shapelet. Alternatively, it is in this case possible to tune the parameters in such a way, that push_end gets pruned, because it is very similar to a normal wipe_end. Another option is to define a quality measure for shapelets that looks at other features, such as the class gap in the shapelets feature space, earlier in the decision process.

To summarize, it can be concluded, that $K D E-\delta$ has the upper hand in terms of accuracy and recall, compared to max-IG- $\delta$.

| distance metric | manhattan |  | euclidean |  | angular |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\delta$ estimation technique | max-IG- | KDE- $\delta$ | $\max -I G-\delta$ | KDE- $\delta$ | $\max -I G-\delta$ | $K D E-\delta$ |
| average $\delta$ | 0.452 | 0.451 | 0.367 | 0.319 | 0.2 | 0.147 |

Table 4.1 Average $\delta$ determined by max-IG- $\delta$ and $K D E-\delta$ during the experiments for Tables F. 1 and G.1.

In terms of training time $K D E-\delta$ significantly outperforms max-IG- $\delta$. The average training time with max-IG- $\delta$ for a single fold of the 10 -fold-CV was 206,270 and 366 seconds for manhattan, euclidean and angular distance respectively. In contrast, KDE- $\delta$ only took 106,125 and 165 seconds on average, which is approx. a $50 \%$ speed improvement. When using smaller portions of the dataset, this difference decreases, meaning that $K D E-\delta$ scales better with the dataset size, than max-IG- $\delta$ does. The three distance metrics cause different training times mainly because the chosen parameter result in different amounts of candidates.

| label | $\#$ | prec | recall | $\mu \mathrm{td}[\mathrm{s}]$ | $\sigma \mathrm{td}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| wipe_start | 430 | 1.0 | 1.0 | -0.527 | 0.101 |
| wipe_end | 420 | 1.0 | 1.0 | 0.0397 | 0.0668 |
| force_inc | 30 | 1.0 | 1.0 | 1.42 | 0.147 |
| force_dec | 30 | 1.0 | 1.0 | -0.769 | 0.267 |
| slide_left_start | 50 | 0.833 | 1.0 | -0.741 | 0.159 |
| slide_left_end | 50 | 1.0 | 1.0 | 0.361 | 0.0841 |
| slide_right_start | 60 | 0.923 | 1.0 | -0.7 | 0.0818 |
| slide_right_end | 60 | 0.9 | 0.9 | 0.797 | 0.117 |
| movable_box | 80 | 1.0 | 0.938 | 0.163 | 0.0763 |
| fixed_screw | 170 | 1.0 | 0.994 | -0.102 | 0.0268 |
| average | - | 0.966 | 0.983 | - | 0.113 |

Table 4.2 Best performance achieved. Distance metric is euclidean, and a fixed $\delta=.2$ was used. The other parameters are $d_{\max }=.5, N_{\max }=3, s l_{\max }=50, w_{e x t}=\infty, d i m_{\max }=3$, $\sigma_{f}=.4$ and $\sigma_{\tau}=.08$.

In conclusion $K D E-\delta$ outperforms max- $I G-\delta$ in both classification performance and training time.
For the third estimation technique, fixed- $\delta$, different fixed values have been tested, the result can be seen in Fig. 4.8. These ranges were chosen, because they are also good choices for $d_{\max }$. For comparison, Table 4.1 shows the average $\delta$ s that the estimation techniques have chosen in experiments used to create Tables F. 1 and G.1. The manhattan distance never showed convincingly results, however the euclidean distance performed well for $\delta \in[0.1,0.2,0.3]$. In fact it outperformed max-IG- $\delta$ and $K D E-\delta$ with $\delta=0.2$, by achieving the best precision and recall during the evaluation. The detailed results are depicted in Table 4.2. The angular distance was able to achieve decent results as well, but in a smaller range. With increasing $\delta$, the precision falls off first because the MTS looses its ability to reject tested subsequences, thus creating a lot of FP. It is important to point out the similarity between $\delta$ and $d_{\text {max }}$, both parameters are trying to isolate similar shapelets. However, the goal during the clustering is to search for a good center, for that reason, it is not very important if $d_{\max }$ is a little too big. Especially if the true cluster
is isolated any way. In contrast, during the classification process the radius around the cluster center is much more important. If it is too big, we get too many false positives. Therefore good values for $\delta$ are smaller than good values for $d_{\max }$. Since $d_{\max }$ already has to be lower than 1 , this reduces the possible values for $\delta$ even further.

To summarize, fixed- $\delta$ clearly outperforms both $K D E-\delta$ and max-IG- $\delta$ in terms of training time. Precision and Recall, especially in combination with the euclidean distance, can outperform $K D E-\delta$ and max-IG- $\delta$ as well, if the right $\delta$ is chosen. I therefore conclude that $K D E-\delta$ is the best default choice, since it does not have an additional parameter. If training time is a problem, fixed- $\delta$ is the best choice, at least for this dataset. It is an interesting topic for future research to test this technique on other datasets.

### 4.4 Distance Metrics

In this section I will summarize the observations made regarding the three distance metrics in the previous sections.

Performance wise, all three distance metrics can yield similar results. When testing a wide range of parameters, the euclidean and angular distance yield the most consistent results. For most parameters, all three perform equally, except for $d_{\max }$ and $\sigma_{f} / \sigma_{\tau}$. The angular distance has a much smaller range for $d_{\max }$ in which it can compete with the precision and recall of the other two distance metrics. The manhattan distance seems to have the property of filtering out high frequency wave shapelet candidates during clustering, thereby making $\sigma_{f} / \sigma_{\tau}$ almost irrelevant.

Regarding training time, even though the angular distance is the fastest to compute, all the differences in training time in all plots shown can be contributed to a different number of shapelet candidates, after pruning. However, the manhattan distance might have the upper hand in candidate pruning due to its apparent noisy shapelet pruning property. This is also the reason why the manhattan distance was by far the fastest option for computing the results for section 4.3 , even though the parameters are almost the same as in section 4.2, where it was generally the slowest. This is because so many torque shapelets were pruned. On the contrary, the angular distance seems to produce more shapelets candidates as the dataset size increases, relative to the other metrics.

In conclusion, when looking for stability, euclidean and angular distance are preferable, but the manhattan distance might have some potential for candidate pruning.

### 4.5 Candidate Pruning

In this section I will showcase the effectiveness of the used pruning techniques. In particular, the effectiveness of the extrema pruning and clustering was tested. Additionally, both techniques will also be tested without the $\overrightarrow{0}$ removal, in order to show that this one is not doing all the pruning. To do so, the 8 possible pruning combinations were tested on a $10 \% / 90 \%$ train-test split and a $90 \% / 10 \%$ one. This shows the influence of the dataset size on the pruning effectiveness. Additionally, the $90 \%$ train set experiment did not finish when using no pruning techniques, therefore the numbers for a small training set can give an idea for the effectiveness on the $90 \%$ train set. The primary reason for not finishing was not the training time. Instead, the algorithm exhausted the 16GB working memory limit of the test machine. This is because the implementation was optimized towards a low run time at the cost of additional memory usage.

Furthermore, several steps had to be taken to make this computable. First, only the force measurements were used. Second, $\delta$ was fixed to 0.05 . Third, the angular distance with $d_{\max }=$ 0.15 was used, because it is the fastest to compute. And finally, no 10 -fold-CV was used this time. Instead the same (randomly chosen) training and test sets were used for each pruning combination. For the $10 \%$-sized training set it was ensured that the training set had at least 3 examples of every label. Therefore, precision and recall of the following results should be taken with a grain of salt. Their only purpose is to show, by how much both values vary with the different pruning method combinations.

The results are in the appendix in Table H.2, to not interrupt the reading flow. The parameters combination is exactly the same as in the previous chapter, with the exception of $w_{\text {ext }}$. This value was chosen more conservatively with 50 in favor of performance because this is the point at which the number of additionally pruned candidates starts to level off.

The results show clearly, that all pruning techniques together are extremely effective. Both, the zero and extrema pruning, cut away approximately the same percentage of candidates on both dataset sizes because they do not prune across different training examples. However, the clustering reduces the number of shapelet candidates to approximately the same absolute number, for both dataset sizes. This proves that it is effective at grouping similar candidates. The runtime improvements of the clustering/no- $\overrightarrow{0}$ s combination is almost exclusively gained because the clustering has to do less work. The removal of $\overrightarrow{0}$ s before the clustering does result in exactly 21 fewer clusters, one for every dimension combination allowed for the MTS, thereby showing that all of them are combined in a single cluster. If the extrema pruning is used in addition, the number of clusters is reduced even further because the remaining shapelet candidates are always centered around the same points, thus more similar. For the $90 \%$ training dataset, there are 846 candidates left. That means that there are on average 14 shapelet candidates for each of the 63 length/dimension combination allowed for MTS .

Therefore, I believe that new pruning techniques that either remove whole length/dimension com-
binations or that prune similar candidates across those combinations will be the most promising direction for future work in this area.

It is also worth noting that the relatively bad performance when no pruning is used is mainly caused by moveable_box. The unlabeled push_end event, which was discovered during the evaluation, always appears in the same training examples and can create a split with almost perfect IG. If no pruning is used, than the algorithm is almost guaranteed to find a shapelet for push_end, for which $\delta=0.05$ creates a perfect separation, because there are so many to choose from.

### 4.6 Online Event Detection and Classification

To answer the last question „How effective is this method at classifying events online?", we have to first define what ,effective" means in this context. Most important is that the classification is both precise and sensitive, meaning that optimally no events are missed or falsely detected. Additionally, the delay between the real event occurrence and detection should be low, otherwise it is to late for a high-level planning architecture to respond.

fixed_screw
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Figure 4.9 The learned shapelets from the first fold in Table 4.2. Please note that the MTS for moveable _box is three dimensional, a horizontal $f_{z}$ line is overlapped by the $\tau_{x}$ line.

As shown in the previous sections, an average precision and recall of over $90 \%$ is achievable for many parameter setups. The parameters are also easy to tune because they offer a performancetraining time trade off.

The best parameter combination found during the previous sections is depicted in Table 4.2, achieving a precision of $96.6 \%$ and a recall of $98.3 \%$. Additionally the standard deviation of the time differences is relatively low, with the exception of force_dec, which will be addressed later on. This indicates, that the MTS learned a shape that happens either before or after the point that I have assigned the label to.

Fig. 4.9 depicts the shapelets, that were learned during the first fold of the 10 -fold-CV for Table 4.2. If we compare these with the dataset examples in appendix A.1, then we can conclude, that the all MTS did learn shapes that correlate with the events, even if the absolute time differences are bigger. For example the wipe_start MTS ends with a strong force increment (in absolute terms) along the z -axis. The horizontal line for the torque around the y -axis probably captures the fact, that the force along the z-axis changes first. That force increment, however, is very close to the point, that I have assigned the label to. Therefore the distance between the center of the shapelet has to be approx. 0.5 seconds before the labeled point, if it matches perfectly. The same holds true for the slide related shapelets. However, the wipe_end-, moveable_boxand fixed_screw-shapelets are centered right around the point that was also labeled by me, thus resulting in very low time differences. The last two labels, force_inc and force_dec, seem to require the information that the force was high in order to tell that it has decreased, or vice versa. Furthermore, a particular point in time can not be determined for such long lived events. I have decided to label the mid point of these events. The training examples for force_dec have a high variety in length and the force_inc recordings happen to be longer on average. This explains why the force_dec has a high variance in time differences and the force_inc has a high absolute difference. Therefore, I conclude that the classifiers are reliable in terms of precision and recall.

It should also be noted that I have observed that there exists a small set of feasible shapelets for each event. For example, wipe_start is often represented by a $M T S$ that only consists of $f_{z}$ and is centered around the rapid force increment, such as wipe_end is in this example. It depends on the parameter setup and train/test split, which shapelet happens to be selected.

To test the time it takes for an event to be detected by a MTS, I have implemented a tool that uses them to classifies events in a data stream. ROS, which was used to communicate with the robot, offers the functionality to record sent messages and replay them as if they were streamed from the real sensor. This was utilized to replay recordings, that were not in the training set for the MTS depicted above. In one such recording, a box was fixed on the table. The movement started over the edge of the box such that the sponge touched it before the table while it was being moved down. Then a long wiping action was commanded such that the slide_right_end event happened way before wipe_end. This recording and the events detected by the shapelets from Fig. 4.9 are depicted in Fig. 4.10. ${ }^{1}$ To showcase the classification time, the tool buffered the last 10 seconds of sensor measurements and the $M T S$ were used to detect events in the whole

[^1]Force Measurements


Figure 4.10 Detecting events online using the shapelets depicted in Fig. 4.9.
window. This took on average 0.0023 seconds per label or 0.023 together, if the computations are not computed simultaneously, which is more than fast enough to handle data streamed at 25 hz . Therefore the time it takes to classify the events does not put a limit on the systems responsiveness. There are also ways to speed up the process, for example by buffering a window the size of the longest shapelet and only keeping track of the minimum distances from the previous
windows.
All events from this recording could be detected. Both wipe_start and slide_right_start report the detected event shortly after the impact. However, slide_right_end is detected later. It has a length of 50 and therefore reports the event about 2 seconds too late. Therefore the responsiveness of the system is dependent on the learned shapelet.

A possible countermeasure would be a shapelet quality measure that favors shapelets that have "the event at there end", if this is possible. Limiting the maximum length of shapelets will result in more false positives, as shown during the evaluation of $s l_{\max }$ in section 4.2.4. However, if this system is integrated into a high-level planning architecture, knowledge from that plan can be used to discard false positives. For example, a detected wipe_end is likely a false positive, if no wipe_start was detected beforehand.

To summarize, $M T S$ are able to reliably detect and classify events online and the classification time does not put a limit on the systems responsiveness. However, the time differences between the real events and classification output depends on the chosen shapelet. To mitigate this problem, a low maximum shapelets length can be selected, if a high-level reasoning system can discard the resulting false positives.

### 4.7 Summary and Discussion

To summarize the above, I will answer the questions asked in the first section of this chapter.
"What influence do the parameters have on the algorithms performance?"
The parameters used to prevent noise amplification during the normalization ( $\sigma_{f}$ and $\sigma_{\tau}$ ) behave as expected. For low values the training times and performances are low due to random shapelets. Values around the threshold estimated from free-space movement recordings show a fast training time and a peak in precision and recall. As these values increase, the performance drops because important MTS candidates are pruned. All the other parameters achieve the goal of providing a good performance/training time trade-off, by removing unimportant candidates first.
"Which of the three presented distance metric + normalization combinations is the best? Manhattan $+n_{1}$-normalization, euclidean $+n_{2}$-normalization or angular $+n_{2}$-normalization?"
All three combinations can achieve a similarly good precision and recall, but the manhattan distance is the least consistent. However, it seems to have the property of pruning high frequency shaped candidates. Due to this property, it outperforms the other distance metrics in terms of training time by pruning torque candidates. The angular distance is the fastest to compute, but this advantage is mitigated by the observation that it seems to produce the most candidates as the size of the dataset increased. The euclidean distance lies in between and managed to produce the single best precision and recall during the experiments.
"What is the best technique to determine $\delta$ ?"
The $K D E-\delta$ technique outperforms max-IG- $\delta$ in both, training time and precision/recall. It is less susceptible to single outliers and is able to classify moveable_box most of the time, even though there is a second unlabeled event push_end in the dataset, that always appears in the same time series. The third method, fixed- $\delta$, can achieve a significant training time improvement, by adding an additional parameter. However, due to the fact, that shapelets have a maximum distance the parameter range can be greatly reduced. In combination with the euclidean distance, an average precision and recall of over $90 \%$ is achievable for a relatively huge range. Additionally, high values only results in a drop in precision. It is therefore a good option, when the training time with $K D E-\delta$ would be too high. However, more testing is needed to confirm this behavior on other dataset.
„How effective are the extrema detection and clustering as pruning techniques?"
Both pruning techniques are very effective. In combination they can prune up to $99.969 \%$ of the shapelet candidates, leaving on average 14 candidates per length/dimension subset combination.
"What is the best precision/recall I can achieve?"
The highest precision and recall achieved are $96.6 \%$ and $98.3 \%$ in a reasonable amount of training time, with 69 seconds. Considering the nature of the parameters, it is also important to emphasize that a performance of over $90 \%$ can be achieved with a low training time of under a minute using only force readings.
„How effective is this method at classifying events online?"
The online detection is both accurate and fast enough. However, a limit is put on the responsiveness by the fact that the whole shapelet has to be matched. A promising countermeasure is to reduce the maximum length for shapelets and reject the resulting false positives using a reasoning system.

In contract to other event detection and classification algorithms, the one presented in this thesis makes the least assumptions on the training set by learning from weakly labeled training data. The only assumption left is that no two events always occur in the same training examples. Even though this was not satisfied for the moveable_box event in the dataset used here due to a unlabeled one detected during evaluation, the algorithm chose the right shapelet more often than not, when $\max -I G-\delta$ was not used. It is a topic for future research to improve this ability.

The most similar approach to this learning algorithm was presented by Hu et al. [20], who have also pointed out the flaw of requiring perfectly extracted patterns of other algorithms. However, they still require that a training example only belongs to a single class. Their approach is also not based on shapelets, instead, scale and offset invariance is achieved by selecting multiple subsequences that represent a class. Furthermore, no training times were reported.

The classifiers in their trained form produced by the algorithm proposed here is the most similar to the one proposed by Ko et al. [24]. They have also represented a class with a single subsequence
and combined it with a rejection threshold which was the same for all classes, similar to $\delta$ in shapelets. They are able to deal with lag between dimensions by utilizing DTW, but this slows down the classification process significantly. The subsequences used for classification were selected from a set of perfectly extracted examples for each class.

Both techniques also suffer from the problem, that the whole subsequence has to be matched, until the event can be classified. Therefore the responsiveness of their systems is also limited in the same way that the one proposed in this thesis is.

## Chapter 5

## Conclusion and Perspective

The objective of this thesis was to develop an algorithm that can learn task specific force profiles of contact events in force/torque sensor readings using only weakly labeled training examples, in order to detect and classify such events online. As a model problem, robotic wiping tasks were investigated because they will make up most of a future service robots todo-list and because camera vision is usually impaired by the robots hand, arm or held tool. It was shown that the shapelet discovery algorithm can be exploited to learn multidimensional time series shapelets from weakly labeled training data that capture the distinct shape profiles of contact events. To evaluate the algorithm, a dataset of 520 real world robotic wiping episodes was recorded, in which several contact events are labeled. However, the specific points in time of event occurrence was not available to the algorithm. Nevertheless, the learned $M T S$ are able to achieve a very high precision and recall of up to $96.6 \%$ and $98.8 \%$, respectively, in a 10 -fold-CV. The time differences between labeled events and those predicted by the $M T S$ show a low variance, which indicates that a shape has been selected that correlates with the event. Furthermore, it was shown that $M T S$ can classify events in streamed data reliably and fast online. The only factor limiting the responsiveness of the detection is the fact, that the whole shapelet has to be matched. This can result in a delay depending on the length of the shapelet and depending on which part of the event it is representing. Limiting the maximum shapelet length can dampen this effect, but results in more false positives. However, this problem is not unique to this algorithm but a consequence of detecting events by matching smaller sequences/shapelets. The first major direction for future work is the integration of this contact event detection system into a highlevel planning architecture. This combination can increase the responsiveness by limiting the shapelet length and rejecting false positives using reasoning based on the current plan.

Several pruning techniques were proposed to speed up the learning process because the general shapelets discovery algorithm scales very poorly with the training set size. Most notably, centering MTS candidates around extrema and pruning similar ones using time series clustering could reduce the number of candidates by up to $99.969 \%$. All pruning techniques introduce a new parameter that offers a performance/training time trade-off, where most of the training time re-
duction is achieved without significantly influencing the performance. Precision and recall scores of over $90 \%$ can be achieved in a training time of a few minutes. The second major direction for future research is to speed up the learning process even further, in particular, pruning similar candidates with different length/dimensions seems to be most promising.

Furthermore, it was proven that the normalization applied to shapelets in order to achieve scale and offset invariance limits the maximum distance they can have. This property reduces the range of feasible separation thresholds for the $M T S$ so much, that decent results can be achieved in a significantly reduced training time by setting that threshold to the same fixed value for all shapelets. In fact, such a fixed threshold resulted in the highest precision and recall listed above. Another consequence is the theoretical justification for normalization + distance measure combination alternatives to the z-normalization + length normalized euclidean distance used in the literature. Hence, a manhattan based normalization and distance combination, as well as the angular distance are compared to the euclidean default. Especially the manhattan combination shows interesting behavior when facing shapelets in the form of high frequency waves. Hence, the third major direction for future work is the further investigation of the mathematical properties of $M T S$ and their distance measures. In particular, replacing low variance shapelets with the $\overrightarrow{0}$ vector is likely not the optimal solution to prevent noise amplification because it creates unwanted side effects, e.g., the special case for the angular distance. Furthermore, it would be interesting to see, whether the parameters used for the wiping dataset are also feasible for other datasets, as I hypothesis.
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MTS multidimensional time series shapelets, S. 4, 16, 21-23, 28, 29, 31, 32, 37, 38, 41, 44, 50, 51, 53, 55-57, 59, 63-65, 67
1-NN 1-nearest neighbour, S. 8, 9, 28, 38
10-fold-CV 10 -fold cross validation, S. $43,44,51,53,55,57,63,67,74,75$
ANN artificial neural networks, S. 9

COTE collective of transformation based ensembles, S. 9

DTW dynamic time warping, S. 8, 9, 11, 21, 28, 38, 39, 61

FFT fast fourier transformation, S. 7
FN false negative, S. 42, 43
FP false positive, S. $10,11,32,42,43,53,65,66$

HMM hidden markov models, S. 9

IG information gain, S. 17, 22, 29-32, 51, 56, 66
KDE kernel density estimation, S. 30, 31
$\mathbf{N}$ negatives, S. 11, 42
$\mathbf{P}$ positives, S. 11, 42
SAX Symbolic Aggregate approXimation, S. 9, 28
STS subsequence time series, S. 11
SVM support vector machine, S. 9
TN true negatives, S. 11, 42, 43
TP true positive, S. 10, 11, 41-43, 65, 66

## A. 5 Examples from the Dataset














$$
\begin{array}{|llllllll}
\hline-f_{x} & -f_{y} & -f_{z} & -\tau_{x} & -\tau_{y} & -\tau_{z} \\
\hline
\end{array}
$$

Figure A. 1 Example time series from the dataset. Each row shows the force and torque measurements from the same recording.

All of these experiments are labeled with wipe_start/end, except for row 7. In Row 1 the table is empty. In Row 2 the table had two screws in it, labels: fixed_screw. In Row 3 a fixed box was on the right side of the gripper, labels: slide_right_start/end. In Row 4 the fixed box was on the grippers left side, labels: slide_left_start/end. In Row 5 an impact with a moveable object is shown labels: moveable_box. In Row 7 the pressure towards the table is increasing, labels: force_inc, wipe_end. In Row 8 a moveable object is directly behind a fixed screw, labels: fixed_screw, moveable_box.

## A. 6 Results for the max-IG- $\delta$-based Technique

|  |  | manhattan |  |  |  | euclidean |  |  |  | angular |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| label | \# | prec | recall | $\mu \mathrm{td}$ [s] | $\sigma \mathrm{td}$ | prec | recall | $\mu \mathrm{t}$ [s] | $\sigma \mathrm{td}$ | prec | recall | $\mu \mathrm{td}$ [s] | $\sigma \mathrm{td}$ |
| wipe_start | 430 | 0.962 | 0.995 | 0.509 | 0.17 | 0.984 | 1.0 | 0.274 | 0.123 | 1.0 | 1.0 | 0.805 | 0.104 |
| wipe_end | 420 | 0.809 | 1.0 | -0.282 | 0.173 | 0.966 | 1.0 | -0.423 | 0.0678 | 0.886 | 0.976 | -0.78 | 0.0776 |
| force_inc | 30 | 1.0 | 1.0 | 1.08 | 0.147 | 1.0 | 1.0 | 1.15 | 0.229 | 1.0 | 1.0 | 1.11 | 0.168 |
| force_dec | 30 | 0.968 | 1.0 | -0.633 | 0.248 | 1.0 | 1.0 | -0.763 | 0.261 | 1.0 | 1.0 | $-0.785$ | 0.242 |
| slide_left_start | 50 | 0.98 | 1.0 | -0.687 | 0.175 | 1.0 | 1.0 | -0.408 | 0.13 | 1.0 | 1.0 | -0.424 | 0.137 |
| slide_left_end | 50 | 1.0 | 1.0 | 0.408 | 0.198 | 1.0 | 1.0 | 0.361 | 0.0841 | 1.0 | 1.0 | 0.3 | 0.0764 |
| slide_right_start | 60 | 0.983 | 0.983 | -0.447 | 0.0731 | 1.0 | 0.983 | 0.214 | 0.271 | 1.0 | 0.983 | 0.21 | 0.282 |
| slide_right_end | 60 | 1.0 | 0.95 | -0.366 | 0.129 | 0.908 | 0.983 | 0.831 | 0.155 | 0.908 | 0.983 | 0.831 | 0.155 |
| movable_box | 80 | 0.461 | 0.438 | 0.247 | 0.458 | 0.537 | 0.537 | 0.389 | 0.601 | 0.291 | 0.287 | 0.522 | 0.764 |
| fixed_screw | 170 | 1.0 | 1.0 | -0.0849 | 0.0242 | 1.0 | 0.982 | -0.0515 | 0.0936 | 1.0 | 1.0 | -0.064 | 0.0227 |
| average | - | 0.916 | 0.937 |  | 0.18 | 0.939 | 0.949 |  | 0.202 | 0.908 | 0.923\| |  | 0.203 |
| Table F. 1 Results from 10 -fold-CV using force and torque data and max-I $G$ - $\delta$ to determine $\delta$. Parameters: $d_{\max }=.5$ for manhattan and euclidean and $d_{\max }=.15$ for angular distance, $N_{\max }=3, s l_{\max }=50, w_{\text {ext }}=\infty, \operatorname{dim}_{\max }=3$, $\sigma_{f}=.4$ and $\sigma_{\tau}=.08$. |  |  |  |  |  |  |  |  |  |  |  |  |  |

## A. 7 Results for the KDE- $\delta$-based Technique

|  |  | manhattan |  |  |  | euclidean |  |  |  | angular |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| label | \# | prec | recall | $\mu \mathrm{td}$ [s] | $\sigma \mathrm{td}$ | prec | recall | $\mu \mathrm{td}[\mathrm{s}]$ | $\sigma \mathrm{td}$ | prec | recall | $\mu \mathrm{td}[\mathrm{s}]$ | $\sigma \mathrm{d}$ |
| wipe_start | 430 | 0.968 | 1.0 | 0.56 | 0.162 | 0.971 | 1.0 | 0.535 | 0.148 | 0.995 | 1.0 | 0.736 | 0.143 |
| wipe_end | 420 | 0.911 | 1.0 | -0.212 | 0.163 | 0.963 | 1.0 | -0.13 | 0.122 | 0.919 | 0.976 | -0.78 | 0.0776 |
| force_inc | 30 | 1.0 | 0.867 | 1.05 | 0.13 | 1.0 | 1.0 | 1.05 | 0.21 | 1.0 | 0.967 | 1.12 | 0.16 |
| force_dec | 30 | 1.0 | 0.967 | -0.665 | 0.266 | 1.0 | 1.0 | -0.723 | 0.235 | 1.0 | 1.0 | -0.691 | 0.227 |
| slide_left_start | 50 | 0.98 | 1.0 | -0.687 | 0.175 | 0.893 | 1.0 | -0.741 | 0.159 | 0.926 | 1.0 | -0.746 | 0.156 |
| slide_left_end | 50 | 0.909 | 1.0 | 0.376 | 0.228 | 0.909 | 1.0 | 0.313 | 0.0795 | 0.847 | 1.0 | 0.553 | 0.215 |
| slide_right_start | 60 | 1.0 | 1.0 | -0.467 | 0.0825 | 1.0 | 1.0 | -0.263 | 0.224 | 1.0 | 1.0 | -0.23 | 0.228 |
| slide_right_end | 60 | 1.0 | 0.95 | -0.366 | 0.129 | 0.844 | 0.9 | 0.794 | 0.37 | 0.812 | 0.933 | 0.801 | 0.162 |
| movable_box | 80 | 0.883 | 0.85 | 0.112 | 0.056 | 0.605 | 0.613 | 0.275 | 0.579 | 0.91 | 0.887 | 0.0727 | 0.0736 |
| fixed_screw | 170 | 1.0 | 0.959 | -0.177 | 0.126 | 1.0 | 1.0 | -0.1 | 0.0258 | 1.0 | 1.0 | -0.064 | 0.0227 |
| average | - | 0.965 | 0.959 |  | 0.152 | 0.918 | 0.951 | - | 0.215 | 0.941 | 0.976 | - | 0.147 |
| Table G. 1 Results from 10 -fold-CV using force and torque data and $K D E-\delta$ to determine $\delta$. Parameters: $d_{\max }=.5$ for manhattan and euclidean and $d_{\max }=.15$ for angular distance, $N_{\max }=3, s l_{\max }=50, w_{\text {ext }}=\infty, \operatorname{dim}_{\max }=3$, $\sigma_{f}=.4$ and $\sigma_{\tau}=.08$. |  |  |  |  |  |  |  |  |  |  |  |  |  |

## A. 8 Comparison of Pruning Techniques

| prun. tech. | $\|S\|$ left | time [s] | avg prec/ avg recall |
| :---: | :---: | :---: | :---: |
| [ ] no- $\overrightarrow{0}_{\mathrm{s}}$ <br> [ ] extrema <br> [ ] cluster | $\begin{gathered} \hline 100 \% / \\ 2,697,639 \end{gathered}$ | n/a | n/a |
| [x] no- $\overrightarrow{0} \mathrm{~s}$ <br> [ ] extrema <br> [ ] cluster | $\begin{aligned} & 22.1 \% / \\ & 596,774 \end{aligned}$ | n/a | n/a |
| [ ] no- $\overrightarrow{0} \mathrm{~s}$ <br> [x] extrema <br> [ ] cluster | $\begin{aligned} & \hline 6.11 \% / \\ & 164,950 \end{aligned}$ | 2334 | $\begin{gathered} 0.93 / \\ 0.988 \end{gathered}$ |
| [x] no- $\overrightarrow{0} \mathrm{~s}$ <br> [x] extrema <br> [ ] cluster | $\begin{aligned} & 2.45 \% / \\ & 66,141 \end{aligned}$ | 722 | $\begin{gathered} 0.93 / \\ 0.988 \end{gathered}$ |
| [ ] no- $\overrightarrow{0} \mathrm{~s}$ <br> [ ] extrema <br> [x] cluster | $\begin{gathered} 0.065 \% / \\ 1,756 \end{gathered}$ | 81.4 | $\begin{gathered} 0.91 / \\ 0.988 \end{gathered}$ |
| [x] no- $\overrightarrow{0}$ s <br> [ ] extrema <br> [x] cluster | $\begin{gathered} \hline 0.064 \% / \\ 1,735 \end{gathered}$ | 61.3 | $\begin{gathered} \hline 0.91 / \\ 0.988 \end{gathered}$ |
| [ ] no- $\overrightarrow{0} \mathrm{~s}$ <br> [x] extrema <br> [x] cluster | $\begin{gathered} 0.032 \% / \\ 867 \end{gathered}$ | 18.9 | $\begin{gathered} 0.884 / \\ 0.954 \end{gathered}$ |
| [x] no- $\overrightarrow{0} \mathrm{~s}$ <br> [x] extrema <br> [x] cluster | $\begin{gathered} \hline 0.031 \% / \\ 846 \end{gathered}$ | 17.7 | $\begin{gathered} \hline 0.884 / \\ 0.954 \end{gathered}$ |

(a) $90 \%$ train, $10 \%$ test split.

| prun. tech. | $\|S\|$ left | time [s] | avg prec/ avg recall |
| :---: | :---: | :---: | :---: |
| $\begin{aligned} & \text { [ ] no- }-\overrightarrow{\mathrm{s}} \\ & \text { [ ] extrema } \\ & \text { [ ] cluster } \end{aligned}$ | $\begin{gathered} \hline 100 \% / \\ 298,914 \end{gathered}$ | 506.8 | $\begin{gathered} 0.856 / \\ 0.887 \end{gathered}$ |
| $\begin{aligned} & {[\mathrm{x}] \text { no- }-\overrightarrow{\mathrm{s}}} \\ & \text { [ ] extrema } \\ & \text { [ ] cluster } \end{aligned}$ | $\begin{array}{r} \hline 22.6 \% / \\ 67,714 \end{array}$ | 93.5 | $\begin{gathered} 0.856 / \\ 0.887 \end{gathered}$ |
| [ ] no- $\overrightarrow{0} \mathrm{~s}$ <br> [x] extrema <br> [ ] cluster | $\begin{aligned} & 6.1 \% / \\ & 18,357 \end{aligned}$ | 31.4 | $\begin{gathered} 0.924 / \\ 0.99 \end{gathered}$ |
| [x] no-0 $\mathrm{O}_{\mathrm{s}}$ <br> [x] extrema <br> [ ] cluster | $\begin{aligned} & 2.5 \% / \\ & 7,512 \end{aligned}$ | 10.49 | $\begin{gathered} \hline 0.924 / \\ 0.99 \end{gathered}$ |
| [ ] no- $\overrightarrow{0} \mathrm{~s}$ <br> [ ] extrema <br> [x] cluster | $\begin{gathered} \hline 0.51 \% / \\ 1,541 \end{gathered}$ | 7.95 | $\begin{aligned} & 0.9 / \\ & 0.954 \end{aligned}$ |
| [x] no- $\overrightarrow{0}$ s <br> [ ] extrema <br> [x] cluster | $\begin{gathered} \hline 0.50 \% / \\ 1,520 \end{gathered}$ | 6.97 | $\begin{aligned} & 0.9 / \\ & 0.954 \end{aligned}$ |
| [ ] no- $\overrightarrow{0} \mathrm{~s}$ <br> [x] extrema <br> [x] cluster | $\begin{gathered} \hline 0.22 \% / \\ 683 \end{gathered}$ | 2.15 | $\begin{gathered} 0.85 / \\ 0.902 \end{gathered}$ |
| [x] no- $\overrightarrow{0}$ s <br> [x] extrema <br> [x] cluster | $\begin{gathered} \hline 0.22 \% / \\ 662 \end{gathered}$ | 2.07 | $\begin{gathered} 0.85 / \\ 0.902 \end{gathered}$ |

(b) $10 \%$ train, $90 \%$ test split.

Table H. 2 Evaluation of the pruning techniques. All rows of the same subtables have used the same training and test set. A fixed $\delta=0.05$ was used to speed up the training time. The parameters were set to $d_{\max }=.15, \sigma_{\min }=.4, N_{\max }=3, w_{e x t}=50, s l_{\max }=50$, $\operatorname{dim}_{\text {max }}=3$, distance metric $=$ angular.

## A. 9 Proofs

This appendix contains the proofs referenced in this thesis. The Cauchy-Schwarzsche inequality will be necessary, a proof can be found in [49]:

$$
\begin{equation*}
\left(\sum_{i=1}^{n} a_{i} \cdot b_{i}\right)^{2} \leq\left(\sum_{i=1}^{n} a_{i}^{2}\right) \cdot\left(\sum_{i=1}^{n} b_{i}^{2}\right) \tag{A.1}
\end{equation*}
$$

Theorem 1. If $x, y \in \mathbb{R}^{n}, c, d \in \mathbb{R}$ and $p \in \mathbb{R}^{+}$such that

$$
\begin{equation*}
c\|x\|_{p}=c\|y\|_{p}=d \tag{A.2}
\end{equation*}
$$

then $c\left(\|x-y\|_{p}\right) \leq 2 d$.

Proof of Theorem 1.

$$
\begin{gathered}
c\left(\|x-y\|_{p}\right) \\
\stackrel{\text { triangle inequality }}{\leq} c\left(\|x\|_{p}+\|y\|_{p}\right) \\
=c\left(\|x\|_{p}\right)+c\left(\|y\|_{p}\right) \\
\stackrel{(\mathrm{A} .2)}{=} d+d \\
=2 d
\end{gathered}
$$

Corollary 1. If $x, y \in \mathbb{R}^{n}$ and

$$
\begin{equation*}
\mu(x)=\mu(y)=0 \tag{A.3}
\end{equation*}
$$

and

$$
\begin{equation*}
\sigma(x)=\sigma(y)=1 \tag{A.4}
\end{equation*}
$$

then $\sqrt{\frac{1}{n}}\left(\|x-y\|_{2}\right) \leq 2$.
Proof of Corollary 1.

$$
\begin{align*}
\sigma(y)=\sigma(x) & \stackrel{\text { Def. } 9}{=} \sqrt{\mu\left(x^{2}\right)-(\mu(x))^{2}} \\
& \stackrel{(\text { A.3) }}{=} \sqrt{\mu\left(x^{2}\right)}  \tag{A.5}\\
& \stackrel{\text { Def. } 8}{=} \sqrt{\frac{1}{n}}\|x\|_{2}
\end{align*}
$$

If we now choose $p=2$ and $c=\sqrt{\frac{1}{n}}$ then $d \stackrel{(\mathrm{~A} .2)}{=} c\left(\|x\|_{2}\right) \stackrel{(\mathrm{A} .5)}{=} \sigma(x) \stackrel{(\mathrm{A} .4)}{=} 1$.

Hence,

$$
\begin{aligned}
& \qquad \begin{array}{l}
\sqrt{\frac{1}{n}}\left(\|x-y\|_{2}\right) \\
= \\
=c\left(\|x-y\|_{2}\right) \\
\stackrel{\text { Theorem } 1}{\leq} 2 d \\
=
\end{array}
\end{aligned}
$$

Proposition 1. If $x, y \in \mathbb{R}^{n}$ and

$$
\begin{equation*}
\mu(x)=\mu(y)=0 \tag{A.6}
\end{equation*}
$$

and

$$
\begin{equation*}
\sigma(x)=\sigma(y)=1 \tag{A.7}
\end{equation*}
$$

then $\frac{1}{n}\left(\|x-y\|_{1}\right) \leq 2$.
Proof of Proposition 1. Part I:

$$
\begin{gathered}
1 \stackrel{\operatorname{analog} \text { to (A.5) }}{=} \sqrt{\frac{1}{n}}\|x\|_{2} \\
1 \stackrel{\text { Def. } 11}{=} \sqrt{\frac{1}{n} \sum_{i=1}^{n} x_{i}^{2}} \\
1=\frac{1}{n} \sum_{i=1}^{n} x_{i}^{2} \\
n=\sum_{i=1}^{n} x_{i}^{2}
\end{gathered}
$$

Part II:

$$
\begin{aligned}
& \frac{1}{n}\left(\|x-y\|_{1}\right) \\
& \text { triangle inequality } \\
& \leq \frac{1}{n}\left(\left\|x_{i}\right\|_{1}+\left\|y_{i}\right\|_{1}\right) \\
& \stackrel{\text { Def. } 11}{=} \frac{1}{n}\left(\sum_{i=1}^{n}\left|x_{i}\right|+\sum_{i=1}^{n}\left|y_{i}\right|\right) \\
&= \frac{1}{n}\left(\sqrt{\left(\sum_{i=1}^{n}\left|x_{i}\right|\right)^{2}}+\sqrt{\left(\sum_{i=1}^{n}\left|y_{i}\right|\right)^{2}}\right) \\
&= \frac{1}{n}\left(\sqrt{\left(\sum_{i=1}^{n}\left|x_{i}\right| \cdot 1\right)^{2}}+\sqrt{\left(\sum_{i=1}^{n}\left|y_{i}\right| \cdot 1\right)^{2}}\right) \\
& \begin{aligned}
\text { (A.1) } & \frac{1}{n}\left(\sqrt{\sum_{i=1}^{n}\left|x_{i}\right|^{2} \cdot \sum_{i=1}^{n}} 1^{2}+\sqrt{\sum_{i=1}^{n}\left|y_{i}\right|^{2} \cdot \sum_{i=1}^{n} 1^{2}}\right) \\
= & \frac{1}{n}\left(\sqrt{\left.\sum_{i=1}^{n}\left(x_{i}\right)^{2} \cdot n+\sqrt{\sum_{i=1}^{n}\left(y_{i}\right)^{2} \cdot n}\right)}\right. \\
& \stackrel{\text { (A.8) }}{=} \frac{1}{n}\left(\sqrt{n^{2}}+\sqrt{n^{2}}\right)=\frac{2 n}{n}=2
\end{aligned}
\end{aligned}
$$


[^0]:    ${ }^{1}$ https://www.universal-robots.com/products/ur5-robot/
    ${ }^{2}$ https://www.weiss-robotics.com/en/produkte/force-torque-sensing/kms-40-en/
    ${ }^{3}$ https://www.weiss-robotics.com/en/produkte/gripping-systems/performance-line-en/wsg-50-en/

[^1]:    ${ }^{1} \mathrm{~A}$ few more examples can be found in this video https://youtu.be/l4Ttcmyy34o

